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1 MAIN GROUND IMPROVEMENT TECHNIQUES FOR THE MITIGATION OF LIQUEFACTION RISK

1.1 GENERAL CONSIDERATIONS

Soil liquefaction continues to be a major source of damage to buildings and infrastructure after major earthquake events, resulting in loss of human life as well as in economic losses all over the world (Bardet, Idriss, & O’Rourke, 1997; Ferritto, 1997; Seed et al., 2003). Damage is related both to the horizontal ground displacements caused by liquefaction of loose granular soils, as illustrated in several case studies in the United States and Japan (O’Rourke and Hamada, 1992; Hamada and O’Rourke, 1992), and to the transient loss of shear strength of the soil that induces sudden, large vertical displacements as well as overall instabilities.

Ground improvement methods are widely used at many sites worldwide as a way of mitigating liquefaction damage. A detailed list of all the possible choices in terms of ground improvement and of all the contributions in literature is basically impossible, because a very large number of literature contributions and site experiences exist nowadays. However, in most cases ground improvement techniques are used with a rule of thumb approach, thus without following a completely rational path. There is therefore the strong need to put together the existing knowledge in terms of processes, technology and design to allow a more sound approach to the mitigation of liquefaction risk.

The relative success of ground improvement methods in preventing damage caused by a liquefaction event and the mechanisms by which they can mitigate liquefaction continue to be areas of active research. Recent earthquakes in Turkey, Greece, Taiwan and India have highlighted the need to understand the complex behaviour of civil engineering structures when subjected to powerful earthquake vibrations. The Bhuj (India) earthquake of 26 January 2001 highlighted some of the complex problems associated with the liquefaction of ground. For example, a bridge site near the towns of Bhachau and Vondh during the Bhuj earthquake suffered excessive liquefaction. At this site four bridges cross the river channel, which has clearly liquefied, with extensive sand boiling being observed next to the piers. The ground motion at the site was approximately parallel to the longitudinal axis of the bridges. Liquefaction of the foundations led to rotation of the piers of the plate girder bridge. This type of damage was widespread in this earthquake, and many bridges, ports and earth dams suffered as a result of liquefaction-induced settlements and rotations. Similar damage has been observed in other major earthquakes, such as those in 1999 in Greece, Taiwan and Turkey. For example, in Turkey the Adapazari area suffered extensive liquefaction. These examples briefly illustrate some liquefaction-induced damage suffered by structures. Using site investigations it is possible to establish sites that are particularly vulnerable to liquefaction. Subsequent to this, the need to choose a suitable liquefaction remediation measure arises. The particular choice of a ground improvement method may be determined...
by the class of structure that is envisaged at the site (cost considerations, technical feasibility etc).

Before entering in more detail into the ground improvement techniques, it is useful to clarify that generally speaking two possible approaches are possible to mitigate liquefaction risk. Specifically, the two main following categories can be identified:

i) methods aimed at modifying the seismic demand on structures by reducing the site susceptibility to liquefaction;

ii) methods aimed at enhancing the capacity of structures to prevent their collapse if the ground should liquefy.

The first category includes techniques that improve the liquefaction strength of the soil, usually by one or more of the following factors:

1- densification of the liquefiable soil (to be achieved with any kind of compaction)
2- stabilization of soil skeleton (to be achieved by different actions)
3- immediate dissipation of increased excess pore pressure (by improving drainage capacity)
4- desaturation of the liquefiable soil

Appropriate countermeasures in the second category differ by the type of structure. Structural mitigation for liquefaction may be more economical than soil improvement but may slightly impact or have no effect on the soil itself; thus structural mitigation may not reduce the potential of the soils to liquefy during an earthquake and liquefaction and related ground deformations will still occur. While liquefaction has been widely recognized as one of the principal earthquake hazards, it is important to understand and identify key factors that may contribute to the extensive damage of existing structures. The choice of mitigation methods and the selection of proper strengthening techniques will depend on the extent of liquefaction and the related consequences. Youd (1998) has suggested that structural mitigation for liquefaction hazards may be acceptable in the case of small lateral displacements (i.e. less than 0.3 meter) and vertical settlement (i.e. less than 10 centimeters).

Soil liquefaction adversely affects the performance of structures resulting in total and differential settlements, which lead to serious foundation and structural damage, lateral movement of foundations, and bearing failures. The performances of an existing structure can be enhanced in different ways by increasing the structural capacity in terms of ductility, stiffness or strength (separately or, in many cases, at the same time) or by reducing the seismic demand. The most common strategies adopted in the field of seismic retrofit of existing structures are the restriction or change of use, partial demolition and/or mass reduction, removal or lessening of existing irregularities and discontinuities, addition of new...
lateral load resisting systems, local or global modification of elements and systems, seismic demand reduction by means of base isolators or steel dissipating braces. Against liquefaction, mitigation techniques based on the structural capacity increase should aim at providing an extra ductility in order to provide the ability to accommodate large deformations. Although many factors influence the selection of the most appropriate technique and therefore no general rules can be defined, an effective strategy could be based on local modification of components that are inadequate in terms of deformation capacity. In particular, local strengthening methods are meant to increase the deformation capacity of deficient components, so that they will not attain their specified limit state under the design seismic excitation. This could allow to significantly increase the structural global deformation capacity even under limited budget constraint. Common approaches mainly include steel or RC jacketing and externally bonded Fiber Reinforced Polymers (FRP) wrapping. Local strengthening could increase the seismic capacity of one or more under-designed components without affecting the overall response mechanism of the structure. This strategy represents a fast and cost-effective improvement in seismic performance and could require only the assessment of local components capacity increase. Indeed, the global analysis to check the attainment of a specific performance level is not required, provided that global mass and structural stiffness are not significantly affected by the local strengthening intervention. Nowadays, the use of externally bonded FRPs has become a common rehabilitation measure in the field of local modification of components since their use is regarded as a selective intervention aiming at increasing the ductility (or the chord rotation capacity) of critical zones of beams and columns through FRP wrapping (confinement) and the shear strength of members and of partially confined beam-column joints, fib Bulletin 14 2003, CNR DT-200/2004, ACI 440.2R-08. The confinement at columns and beams ends, at location where plastic deformation are commonly attained in case of large deformations, could significantly improve members ductility and then the global structural ductility. The shear strengthening of unconfined joint could allow to fully exploit such ductility that is essential to meet large deformation induced by differential settlements. Several experimental studies have confirmed that FRP strengthening interventions could be effective to achieve this goal (Antonopoulos and Triantafillou 2003. Prota et al. 2004, Engindeniz, et al. 2005, Di Ludovico et al. 2008a, b, Bousselham 2010, and Akguzel and Pampanin 2012).

Ductility has been also acknowledged as a critical issue when related to infrastructures and lifelines. In fact, soil liquefaction can also induce localized deformation to supports of distributed structural systems, such as drainage and water supplying systems. In this case, ductility can prevent structural damages and consequent loss of performance. This topic has been already investigated in scientific literature, where vulnerability and fragility curves have been derived for different distributed structural systems (Pitilakis et al. 2006, Der Kiureghian, A. 2002, et al. 2014, Kakderi & Argyroudis 2014).
Moderate to severe liquefaction may affect many high-rise buildings on shallow foundations and deep foundations in different ways. As an example, in the case of shallow foundations on liquefiable soils, piles can be added to transfer loads to deeper non liquefiable soil; pile foundation can be strengthened by increasing the number of piles and spreading the foundation. In the case of buried structures, methods of remediation which are mostly used are lift prevention piles, compaction grout column, jet grouting, soil cement wall and drain pile, whereas in the case of buried pipelines flexible joints absorbing ground deformations can also be adopted.

In the case of construction with shallow foundations, an important strengthening strategy is based on the connection of all the elements of the foundation. This ensures that the foundation moves and settles in a uniform matter, consequently reducing the shear forces upon the structure overlying the foundation. Stiff foundation mats are a good method for mitigating liquefaction for shallow foundations. A stiff foundation mat can transfer loads from areas of weakness to areas of strength in the soil, thus reducing the potential for damage to the structure. Additionally, it is important to have ductile connections of utility lines that are buried in liquefiable soils in order to allow for deformation and movement of the soil without causing breaks or leaks in utility lines.

The selection of the approach and of the technology largely depends on site conditions and on the structure or infrastructure to protect: in case this is a new one and no sensible structures are in the surrounding, in principle any technique that is feasible for the specific soil characteristics may be adopted. If an existing structure has to be protected, techniques selected to improve the ground surrounding or adjacent to existing structures should be those that would not cause excessive level of disturbance. Special machines without noise and vibrations should be used in this case. One densification technique that produces low levels of vibration during installation is compaction grouting; other low vibration techniques that improve primarily by solidification are permeation grouting, jet grouting, and in situ soil mixing.

Remediation techniques of the second category can be easily applied to existing structures. In this case the allowable deformations of the structures must be defined because the strengthening effect must be judged based on the deformations of the structure. This means that a performance-based design has been undertaken.

1.2 DENSIFICATION

1.2.1 Dynamic compaction techniques

The most commonly used ground improvement techniques for liquefaction remediation at new construction sites are vibro-compaction, vibro-replacement, dynamic compaction, deep blasting and sand compaction pile (Hayden and Baez, 1994; JGS, 1998). These techniques
improve the ground “primarily by densification and are typically less expensive than other techniques. However, they can produce objectionable levels of work vibration.

Dynamic densification has been extensively used as a liquefaction resistance measure, following the evidence that denser granular soils show a lower tendency to generate excess pore pressure during cyclic loading than equivalent loose deposits. The merit of this technique can be corroborated by the enhanced field performance of improved sites compared with adjacent non-improved sites recorded in past earthquakes, as described in detail by Mitchell et al. (1995) and Hausler and Sitar (2001), among others. In order to minimize earthquake-induced liquefaction risk for bridge foundations as well as other structures, ground remediation techniques have been extensively used to improve the performance of liquefiable soils.

Zen et al. (1997) and Mitchell et al. (1998), reviewing field applications of this technique, assert that it is usually possible to densify the soil to an average value of relative density of about 80%, the effectiveness of the different techniques being affected by the amount of fines in the deposit. In terms of the improvement depth, Mitchell et al. (1998) recommend that densification of the ground beneath a structure should be extended to the bottom of the liquefiable layer. Zen et al. (1997), however, argue that there are no case histories of liquefaction occurring below a depth of 20 m, although the reasons behind that fact are not completely understood. Despite the scientific relevance of this issue, its practical implications are minor, as the costs of densification depend much more on the lateral extent of the improvement zone than on its depth. In addition, modern equipment available for vibrocompaction makes it possible, if required, to densify granular deposits up to a depth of 35 m, according to Moseley and Priebe (1993).

Soil densification is generally considered highly reliable, and the standard remedial measure against liquefaction. It reduces the void space of the soil, thereby decreasing the potential for volumetric change that would lead to liquefaction. Resistance to shear deformation also increases with increased density. Several sites improved by densification performed well during the 1964 Niigata, Japan, 1978 Miyagiken-oki, Japan, 1989 Loma Prieta, California, and 1994 Northridge, California, earthquakes (Watanabe, 1966; Ishihara et al., 1980; Mitchell and Wentz, 1991; Graf, 1992a; Hayden and Baez, 1994).

Stamatopoulos et al. (2011) presented a research project specially focused on the developing countries with scarce technology for ground improvement, with the aim to develop design rules for the use of preloading as a mitigating measure against soil liquefaction. The test field located in Albania near Durres was presented with data from 4 boreholes (SPT values, fines content, plasticity index) and estimated factors of safety for an earthquake with a magnitude $\text{M}=6$ and maximum acceleration at the surface $a_{\text{max}}=0.26\,\text{g}$ and alternatively $a_{\text{max}}=0.35\,\text{g}$. It was calculated that the soil between depths from 6 to 15 m are susceptible to liquefaction in their original state. In Albania, recently the vibro stone columns were introduced and used for the first time in the Ferry Terminal of Durres (Kosho, 2011).
Lalić (2006) presented in many details the method of soil improvement by explosives that was successfully used also in Croatia for the breakwater construction. This method is of particular interest since it is technically and cost effective in fully saturated cohesive and cohesionless soils up to large depths (40 m) and on large surface areas. The obvious shortcoming of the method is its limitation to unpopulated areas.

The use of stone columns to tackle liquefaction risk is very promising: the columns provide drainage, densify the surrounding soil during installation, and may act as rigid inclusions, even though their stiffness and strength are obviously well below those of piles. However, if properly design, they do have the positive effect, even under static loads, to reduce settlements and improve the bearing capacity of the foundation system. Recently, the performance of such columns has been enhanced by encasing them in geotextiles, that improve their stiffness by lateral confinement, and their drainage capacity avoiding occlusion by fine content of surrounding soil.

1.2.2 Compaction grouting

Compaction grouting is a technique to densify and thus increase the strength of loose, liquefaction susceptible soils. Compaction grouting involves the injection of a very stiff grout (normally a cement-water mixture) that does not permeate the native soil, but results in the controlled growth of a grout bulb mass that displaces the surrounding soil. The compaction grout is injected through grout pipes (typically 5-10 cm in diameter) that are progressively inserted or withdrawn from a soil mass such that a grout column or series of bulbs is created over the treated depth interval. First, a grout pipe casing is driven into the ground to reach the susceptible soil. Then, as the pipe is withdrawn in stages, a stiff cement grout mixture is pumped through the pipe and is extruded from the tip at each stage to form expanding grout bulbs within the soil mass. The bulbs of grout displace the adjoining soil and densify the immediately surrounding zone. The grout bulbs inherently densify the loosest soil in the vicinity of the grout pipe and thus treat the most susceptible material.

The vast majority of compaction-grouting experience has involved arresting, eliminating, or reversing foundation settlements. Because the success of a settlement related application is often evident as the work progresses, there is generally no incentive to directly quantify the effects of compaction grouting on the treated soil.

One of the principal advantages of compaction grouting is that its maximum effect is in the weakest soil zone (Brown and Warner 1973). In addition, it is effective in fine-grained soils that were formerly considered ungroutable (Brown and Warner 1973). A primary use of compaction grouting has been to compact loose fills or natural loose soils, underpin structures that have suffered differential settlement, and lift the structure, foundation, and subgrade to level (Graf 1969, 1992). It has also been used for improving in situ soils to reduce the liquefaction potential during earthquakes (Boulanger and Hayden 1995), and as a
construction tool to limit ground movement during soft ground tunnelling (Baker, 1982). Compaction grouting involves a set of complex parameters due to different possible soil conditions as well as grouting variables, e.g., grout hole spacing, grouting stage length, injection rate, limiting injection pressure, injection pipe diameter, and so forth. The application of the method, however, relied heavily on practical experience and empiricism.

1.3 DRAINAGE

Another common ground improvement method that is used to mitigate liquefaction-induced damage is the installation of drains. Many kinds of technologies to realize a drainage system are available in the engineer practices. Preformed drains or stone columns can be installed by vibro-replacement or auger-casing. In the vibro-replacement technique the potential for liquefaction is mitigated by increasing the density of soil surrounding drains, allowing drainage for the control of pore pressures, introducing stiff elements (stone columns) which can potentially carry higher stress levels causing reduction in stress levels in the surrounding soil (Priebe, 1989, 1991), and providing a deformation restricting effect. The typical auger-casing system instead generally involves little or no densification. However, current Japanese practice involves an auger-casing with an internal gravel feeding and compaction-rod system, thus adding the important densification effect (Ono et al. 1991). Systems for installing synthetic drains have also been developed (JGS, 1998). The low vibration drain pile technique has been used in Japan for liquefaction remediation near existing structures. Following the 1993 Kushiro-Oki, Japan, earthquake, Iai et al. (1994a, 1994b) observed that quay walls having back fill treated by the gravel drain pile and sand compaction pile techniques suffered no damage, while quay walls having untreated backfill were severely damaged due to liquefaction.

Mitchell et al. (1995) and Hausler and Sitar (2001) document some of the sites where drains were used as a liquefaction mitigation measure. They report that, following moderate-sized earthquakes, these sites performed better than comparable unimproved sites. Design of drains in practice is guided by the seminal work carried out by Seed and Booker (1977), who developed design charts for the drain radius and drain spacing based on analytical methods. These charts are used depending on the site conditions, the hydraulic conductivity of the site and the drain material. The main assumptions of Seed and Booker’s work include the fact that the individual drains called ‘unit cells’ are part of an infinite number of drain groups: that is, every drain is surrounded by identical drains in all directions. However, real field drains would of course have boundaries. The drains can be divided into internal drains, sub-perimeter drains and perimeter drains. The behaviour of internal drains would be close to the unit cell assumption made by Seed and Booker. However, the sub-perimeter and perimeter drains would behave quite differently from the unit cell drains. Traditional ground improvement
using drains was carried out by installing stone columns or drains with similar high-permeability materials.

Shaking table tests (starting from the old but still actual work carried out by Sasaki and Taniguchi, 1982) indicate that gravel drains can accelerate the dissipation of excess pore water pressures, thereby limiting the loss of shear strength and reducing the uplift pressures acting on buried structures. At Cambridge, centrifuge modelling (Brennan and Madabhushi, 2006) has been carried out to investigate the mechanism by which drains affect the performance of a liquefiable site. It is generally agreed that the drains bring about a positive effect by relieving the excess pore pressures that are generated during an earthquake. The main question in this regard is whether the additional drainage is able to prevent the generation of full excess pore pressures, or whether they merely help to dissipate excess pore pressures quickly after the earthquake loading: that is, full excess pore pressures will be generated, but the duration for which a site stays fully liquefied will be reduced. Most of the past studies have been focused on the drainage characteristics of stone columns. However, recent experimental and analytical research have shown that a major gain from stone columns lies in their ability in: (i) densifying surrounding soils during construction, (ii) restricting shear deformation and offering containment of the “encapsulated” soils, and (iii) providing stiffening-matrix effects (i.e., reducing the stresses in adjacent soil).

Increasing the rate of consolidation by soil drainage with either prefabricated wick drains, stone columns or their combination is a well adopted technique and widely used in most of SE European countries. It is a rare topic in papers, as it appears to be a matter of professional routine and not a subject of current research.

1.4 DESATURATION

Some recent studies have shown that the inclusion of gas bubbles in soil leads to a reduction in the degree of saturation and an increase in the liquefaction resistance of sand (Copp, 2003; Pietruszczak et al., 2003; Okamura & Soga, 2006; Okamura & Teraoka, 2006; Okamura et al., 2006, 2011; Yegian et al., 2006, 2007; Pande & Pietruszczak, 2008). Several methods have been proposed to introduce gas bubbles into sand. These include (a) air injection (Okamura et al., 2011) (b) water electrolysis (Yegian et al., 2006) (c) sand compaction pile (Okamura et al., 2006) (d) use of sodium perborate (Eseller-Bayat, 2009).

Yegian et al (2007) proposed a system for providing a partial level of saturation to a mass of sand, through generation of gas bubbles. The system includes a solution that is operable to generate gas bubbles and a solution generator that prepares the solution. A conduit delivers the solution to the sand, so that the solution generates the gas bubbles during and after being delivered to the sand. A probe may be used to determine whether the sand is susceptible to liquefaction before the solution is delivered and to assess a change in degree of partial saturation after the solution has been delivered. The systems and methods are based on
injection of a dissolved, ecofriendly chemical, which reacts and generates gas over time in saturated sand. The technique can be applied safely at a new site as well as underneath existing structures, without causing disturbance and distress to the structure.

In recent years, attempts have been made to apply microbiology to geotechnical engineering. Most of these studies have been focused on either enhancement of shear strength (De Jong et al., 2006; Whiffin et al., 2007; Ivanov & Chu, 2008; Harkes et al., 2010) or reduction of permeability of soil (Stabnikov et al., 2011; Chu et al., 2012) by induction of calcite crystallization using microbial hydrolysis of urea. Another potential application of biotechnologies in geotechnical engineering is to mitigate liquefaction hazard of saturated sand deposits by formation of tiny gas bubbles in situ using a microbial denitrification (i.e. nitrate reduction) process. Biogas will offer another method for mitigation of liquefaction after it has been established. An important question regarding the desaturation method is whether or not gas bubbles in sands can remain for a long time. According to Yegian et al. (2007), within a duration of 442 days, there was little change in the degree of saturation (from 82.1% to 83.9%) under hydrostatic conditions. Similar tests were also carried out by He (2013) using biogas. The result was similar to that in Yegian et al. (2007). Thus, the tiny gas bubbles generated by bacteria will be stable at least under hydrostatic conditions. For the biogas method adopted, nitrogen gas was generated through a dissimilatory reduction of nitrate, or in common terms, denitrification.
2 DESIGN ISSUES

2.1 RISK OF LIQUEFACTION: A DEFINITION OF THE SAFETY FACTOR

Ground improvement techniques are effective in mitigating liquefaction risk in a number of ways. They can increase the strength and stiffness of the soil, thus preventing contraction of the soil skeleton and reducing pore pressure increase, or directly focus on the dissipation or reduction of excess pore pressures to prevent the reduction in effective stresses during the earthquake. For both of these cases, the factor of safety against liquefaction is typically used as a proxy for evaluation.

Codes of practice usually make explicit reference to a factor of safety in free field conditions (FS\textsubscript{liq,ff}) defined with a stress-based procedure (Seed and Idriss, 1971) as the ratio between the seismic loading required to trigger liquefaction and the one expected from the earthquake. Typically, both the liquefaction resistance and the seismic demand are written as cyclic stress ratios (respectively CRR and CSR), and the factor of safety is expressed as:

\[
FS_{\text{liq,ff}} = \frac{\text{CRR}}{\text{CSR}} = \left( \frac{\text{CRR}^{M=7.5,\sigma'_{v}=1}}{\text{CSR}} \right) \text{MSF} \cdot K_{\sigma} \cdot K_{\alpha}
\]

where CRR\textsuperscript{M=7.5,\sigma'_{v}=1} is the resistance referred to a magnitude M=7.5 and to \sigma'_{v}=103 kPa, MSF is the magnitude scaling factor, introduced to account for the effect of the duration of the seismic event, \( K_{\sigma} \) and \( K_{\alpha} \) are correcting factors to account respectively for the effective overburden stress and for an initial static shear stress on the horizontal plane. The expressions of all the factors of equation (1) are not reported here for the sake of brevity, and can be easily found in literature (e.g., National Academies, 2016).

A comprehensive review of CPT-based and SPT-based liquefaction triggering procedures is reported by Boulanger and Idriss (2014), who proposed charts to quantify the cyclic resistance ratio CRR\textsuperscript{M=7.5,\sigma'_{v}=1} as:

\[
\text{CRR}^{M=7.5,\sigma'_{v}=1} = \exp \left( \frac{q_{\text{CPT}}}{113} + \left( \frac{q_{\text{CPT}}}{1000} \right)^2 - \left( \frac{q_{\text{CPT}}}{140} \right)^3 + \left( \frac{q_{\text{CPT}}}{137} \right)^4 - 2.8 \right)
\]

\[
(2a)
\]

\[
\text{CRR}^{M=7.5,\sigma'_{v}=1} = \exp \left( \frac{(N_{1})_{60cm}}{14.1} + \left( \frac{(N_{1})_{60cm}}{126} \right)^2 - \left( \frac{(N_{1})_{60cm}}{23.6} \right)^3 + \left( \frac{(N_{1})_{60cm}}{25.4} \right)^4 - 2.8 \right)
\]

\[
(2b)
\]

where \( q_{\text{CPT}} \) and \( (N_{1})_{60cm} \) are the corrected CPT tip resistance and the corrected SPT blow count (defined in Appendix A).
In the simplified procedure, CSR is usually expressed as:

\[
\text{CSR} = 0.65 \frac{\tau_{\max}}{\sigma_{v}} = 0.65 \cdot \frac{a_{\max}}{g} \cdot \frac{\sigma_{v}}{\sigma_{v}'} \cdot r_{d}
\]  

(3)

where the coefficient 0.65 is introduced to transform the irregular shear stress history (represented by \(\tau_{\max}\)) in one having an equivalent constant shear stress amplitude, \(\sigma_{v}\) and \(\sigma_{v}'\) are the vertical total and effective stresses at a depth \(z\), \(a_{\max}\) is the maximum horizontal acceleration, \(g\) is the gravity acceleration and \(r_{d}\) is a shear stress reduction factor accounting for soil deformability, whose expression can be found in Boulanger and Idriss (2014).

At a generic depth \(z\), the assessment of the liquefaction potential is done by verifying that

\[
\text{FS}_{\text{liq,ff}} \leq \text{FS}_{\text{liq,ff,min}}
\]  

(4)

Where \(\text{FS}_{\text{liq,ff,min}}\) is the minimum tolerable value, according to Code’s indications.

### 2.2 Risk of Critical Mechanisms Before Liquefaction

Once \(\text{FS}_{\text{liq,ff}}\) is estimated with equation (1), and a related site integral indicator of liquefaction potential like the Liquefaction Potential Index LPI (Iwasaki et al., 1984) or the Liquefaction Severity Number LSN (Van Ballegoy et al., 2014) is quantified, a designer will be satisfied if a minor risk of liquefaction results from calculation. However, with this approach nothing is known on seismically induced pore pressure increments \(\Delta u\) that, even if not causing liquefaction, reduce soil stiffness and shear strength. These reductions induce settlements and reduce bearing capacity safety margins for existing structures (e.g., Cascone and Bouckovalas, 1998; Karamitros et al. 2013), possibly triggering for them unforeseen limit states.

Figure 2.1 reproduces schematically the possible effects of pore pressure increments in different soils and different situations, when a building is founded on a liquefiable soil. In Figure 2.1a, no other critical mechanism than liquefaction is possible. Then, the loose soil (A) will need to be improved, while for the medium dens (B) and dense (C) nothing has to be done, as long as the safety conditions prescribed by the ruling code have been satisfied.

Figure 2.1b depicts a situation in which the pore pressure increment leading to a critical mechanism is lower than that leading to liquefaction (\(r_{d}=1\)); then, for the case represented in the figure the building on the loose (A) and on the medium dense (B) sand will need to be verified with reference to the relevant critical mechanism (for instance, bearing capacity...
failure). If ground improvement is adopted to reduce $\Delta u$ to values lower than $\Delta u_{\text{mec}}$, the design process is complete.

While the values of the pore pressure increments caused by the seismic action $\Delta u$ are of relatively minor interest if only the liquefaction potential has to be checked (via the safety factor $FS_{\text{liq,ff}}$), it becomes of the utmost importance to estimate them if a critical mechanism is possible before liquefaction. In this latter case, two issues have to be faced: the estimate of $\Delta u_{\text{mec}}$ and that of $\Delta u$. Actually, with reference to the second issue, what is of interest to the designer is not the knowledge of the free field value $\Delta u_{\text{ff}}$ (or of the equivalent $r_{u,\text{ff}}$) but the knowledge of the distribution of pore pressure increments (or an average value) underneath the foundation or the geotechnical structure to protect, $\Delta u_{\text{found}}$ ($r_{u,\text{found}}$).

Figure 2.1 - Schematic representation of the possible effects of pore pressure increments for a loose (A), a medium dense (B) and a dense (C) sand, in the cases of a critical mechanism triggered by (a) $\Delta u_{\text{mec}} < \Delta u_{\text{liq}}$ and (b) $\Delta u_{\text{mec}} > \Delta u_{\text{liq}}$. 
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3 PORE PRESSURE INCREMENT RATIO IN FREE FIELD CONDITIONS

3.1 A NEW EXPRESSION FOR $r_{u}\left(F_{S_{\text{liq,ff}}}\right)$

As previously mentioned, there are situations in which it is needed to estimate $\Delta u_{\text{ff}}$ in free field conditions before liquefaction. Few indications exist in literature, all attempting to correlate $\Delta u_{\text{ff}}$ to $F_{S_{\text{liq,ff}}}$. Iwasaki et al. (1984) proposed the empirical correlation:

$$r_{u,\text{ff}} = F_{S_{\text{liq,ff}}}^{-1/b}$$

(5)

where $r_{u,\text{ff}}$ is the pore pressure ratio (defined as the ratio between $\Delta u_{\text{ff}}$ and the initial effective overburden stress, $\sigma'_{0}$) and $b$ is one of the two parameters needed to define the cyclic resistance curve of a soil, as explained in the following. Equation (5) is of limited practical interest if values of $b$ are not given as a function of soil intrinsic and state properties. The new equation proposed in the following, which stems from considerations in all similar to the ones done by Iwasaki et al. (1984), in particular, is more sound as it is not only based on the shape of the cyclic resistance curve, but also on the way pore pressures build up during the cyclic shaking, which in turn depends on soil grading and relative density. Marcuson et al. (1990) have collected laboratory data on gravels and sands and have produced a qualitative chart to estimate $r_{u,\text{ff}}(F_{S_{\text{liq,ff}}})$ (Figure 3.1) depending on soil grading. Again, this chart is of limited interest, as it indicates wide ranges of $r_{u,\text{ff}}$ for a given value of $F_{S_{\text{liq,ff}}}$. 

![Figure 3.1 - Relationships between $r_{u}$ and $F_{S_{\text{liq,ff}}}$ based on experimental evidences (after Marcuson et al., 1990)]
Equation (6) says that any value of $CRR_{M=7.5,\sigma'_{v}=1}$, which is a function of $q_{c1Ncs}$ or $(N_{1})_{60cs}$, represents a whole cyclic resistance curve in the CRR vs. N plane, once a value of the effective overburden stress, $\sigma'_{v}$, is given and a relationship between the magnitude, $M$, and an equivalent number of cycles, $N$, is assumed (Figure 3.2). The latter has been dealt with in a number of papers (Cubrinovski et al., 2018), and is affected by some uncertainty. As will be shown in the following, however, in this work there is no need to express such a relationship, and therefore this uncertainty is not a matter of concern.

The CRR(N) relationship can be simply expressed with a power function (Idriss and Boulanger, 2008) as:

$$CRR = a \cdot N^{-b}$$  \hspace{1cm} (6)

where the coefficient $a$ and the exponent $b$ depend on soil physical and mechanical properties (via $q_{c1Ncs}$) and on $\sigma'_{v}$:

$$a, b = f(q_{c1Ncs}, \sigma'_{v})$$  \hspace{1cm} (7)

Combining equations (1) and (6):

$$FS_{liq,ff} = a^1 \cdot N^{-b}$$  \hspace{1cm} (8)
Obviously, at liquefaction (i.e. for $N=NL$) $F_{S_{\text{liq,ff}}}=1$. For $N<NL$, $F_{S_{\text{liq,ff}}}>1$ (Figure 3). Then, equation (8) can be conveniently rearranged as:

$$F_{S_{\text{eq,ff}}} = \left( \frac{N}{N_L} \right)^{-b}$$

(10)

in which:

$$a^* = a \frac{CSR}{CSR} = f(CSR, q_{\text{eq}}, \sigma_v')$$

(9)

Once such a simple expression of the safety factor is available, there is the need to link $r_u$ to the same independent variable ($N/N_L$). In principle, this is not an easy task, as the irregular seismic shaking leads to an irregular pore pressure build-up history. However, as proposed by Chiaradonna and Flora (2019) a simplification can be introduced considering a regular $\Delta u$ build-up history (Figure 4), similarly to what has been proposed by Seed and Idriss (1971) to calculate CSR considering instead of the irregular shear stress history caused by the earthquake an equivalent constant amplitude cyclic shear stress (equation 3).
The analytical relationship $r_{u,ff}(N/NL)$ proposed by Booker et al. (1976) has been used in this work:

$$r_{u,ff} = \frac{2}{\pi} \arcsin\left(\frac{N}{N_L}\right)^{1/2}$$ \hspace{1cm} \text{with } r_{u,ff} \leq 1 \hspace{1cm} (11)$$

in which the parameter $\beta$ depends on soil physical and mechanical properties. Then, by combining equations (10) and (11), it results:

$$r_{u,ff} = \frac{2}{\pi} \arcsin\left(\frac{F_{S_{liq,ff},1/2}}{F_{S_{liq,ff},1/2}}\right)$$ \hspace{1cm} \text{with } F_{S_{liq,ff}} \geq 1 \hspace{1cm} (12)$$

which is the equation proposed by Chiaradonna and Flora (2019), needed to link the pore pressure ratio $r_u$ to the current safety factor $F_{S_{liq,ff}}$ before liquefaction. As previously mentioned, by combining the two equations the formal dependence on the ratio $N/N_L$ disappears, allowing to overlook the complex issue of relating the equivalent number of cycles, $N$, to earthquake magnitude.

In order to make equation (12) of practical use, a procedure has been implemented to link the parameters $b$ and $\beta$ to soil grading and density, via the normalized resistances $q_{c1Ncs}$ and $\Delta Q_{c1Nc}$, or $(N1)_{60cs}$ and $\Delta(N1)_{60}$, and the fine content $FC$ (see Appendix A for the definitions). In detail, $b$ and $\beta$ can be expressed as:

Figure 3.4 - Conceptual conversion from an irregular to a regular loading history of (a) shear stress (Seed and Idriss, 1971) and (b) pore pressure ratio (as proposed in this paper)
The details of the procedure are reported in Appendix B. By so doing, simple charts of \( r_{u,ff}(FS_{liq,ff}) \) can be drawn, as reported in Figure 3.5 for fine contents FC = 0, 10, 20 and 30%. For FC=0 and a given value of \( D_r \), minor differences exist in the curves if expressed in terms of \( q_{c1Ncs} \) or \( (N_1)_{60cs} \), because of the different analytical relationships linking \( b \) to the normalized resistances (equations 13).

\[
b = -1.487 \times 10^{-8} \cdot q_{c1Ncs}^3 + 1.291 \times 10^{-5} \cdot q_{c1Ncs}^2 - 5.722 \times 10^{-4} \cdot q_{c1Ncs} + 0.163 \quad (13a)
\]

\[
b = -1.000 \times 10^{-6} \cdot (N_1)_{60cs}^3 + 2.216 \times 10^{-4} \cdot (N_1)_{60cs}^2 + 1.727 \times 10^{-3} \cdot (N_1)_{60cs} + 0.1557 \quad (13b)
\]

\[
\beta = 0.01166 \cdot FC + 0.3536 \cdot (q_{c1Ncs} - \Delta q_{c1N})^{0.264} - 0.2805 \quad (14a)
\]

\[
\beta = 0.01166 \cdot FC + 0.1091 \cdot ((N_1)_{60cs} - \Delta (N_1)_{60})^{0.5} + 0.5058 \quad (14b)
\]
the free field liquefaction safety factor, \( F_{\text{liq,ff}} \) for different fine contents: (a) FC=0%, (b) FC=10%, (c) FC=20% and (d) FC=30%

Equation (12) is more comprehensive than equation (4), as it takes into account both the shape of the CRR(N) curve (via the parameter \( b \)) and of the \( ru(N) \) (via the parameter \( \beta \)).

### 3.2 EXPERIMENTAL VERIFICATION OF THE SIMPLIFIED EXPRESSION OF \( ru(F_{\text{liq,ff}}) \)

Equation 12 has been compared with the experimental results of published undrained cyclic triaxial tests carried out on six different granular soils, whose grading are reported in Figure 3.6

Ottawa F65 sand and Ticino sand are clean sands; Pieve di Cento and Sant’Agostino sands are materials with some fine. Messina sandy gravel was retrieved in Calabria (Italy), near the Sicily Strait. For all these soils, \( D_r \) of the tested specimens was given. This was not the case of Sendai sand, for which \( D_r \) was estimated from the SPT blow count (\( N_{SPT} = 12 \)) close to the retrieval depth (3 m, OYO Corporation, 2014), calculating \( N_{60} \) for an energy ratio of 75% (typical value for Japan, as assumed also by Ziotopoulou, 2010).

Figure 3.7 reports the cyclic resistance curves CRR(N) of the six soils (best fitting of the experimental data), used to calculate the safety factor from the laboratory tests (\( F_{\text{liq,ff}} = \text{CRR}(N)/\text{CSR} \)).
Ottawa sand (El Ghoraiby et al., 2017, Vasko, 2015), Ticino sand (Mele, 2019) and Messina gravel (Flora et al., 2012).

Figure 3.7 - Cyclic resistance curves from cyclic triaxial tests on the soils of Fig. (6): Messina gravel with Dr = 68% (Flora et al., 2012), Ticino sand with Dr = 40% (Mele, 2019), Ottawa sand with Dr = 62% (El Ghoraiby et al., 2017; Vasko, 2015), Pieve di Cento sand with Dr = 48% (Mele et al., 2019), Sant’Agostino sand Dr = 45% (Mele et al., 2018), Sendai sand with estimated Dr = 69% (OYO Corporation, 2014) investigated in cyclic triaxial tests.

Figure 3.8 compares the experimental $r_{u,ff}(FS_{liq,ff})$ trends for the different soils with the curves obtained for the FC and $D_r$ of the pertinent tested soil (equation 12). Irrespective of soil grading and density, the agreement is good, being extremely good for $FS_{liq,ff}<1.5$ (i.e., for the range of values of $FS_{liq,ff}$ of higher practical interest). For $FS_{liq,ff}>1.5$, with the exception of the test on Messina gravel with the lowest value of CSR, the analytical prediction of $r_{u,ff}$ is conservative, corresponding to values of $r_{u,ff}$ slightly higher than the experimentally calculated ones.
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Figure 3.8 - Comparison between the proposed analytical curves and the experimental data from literature for (a) Ticino sand (Mele, 2019), (b) Ottawa sand (El Ghoraiby et al., 2017; Vasko, 2015), (c) Pieve di Cento sand (Mele et al., 2019), (d) Messina gravel (Flora et al., 2012), (e) Sant’Agostino sand (Mele et al., 2018) and (f) Sendai sand (OYO Corporation, 2014)
4 DESIGN APPROACHES

The factor of safety can be increased (and the pore pressure increments decreased) by either increasing the soil capacity CRR, decreasing the demand CSR or by some combination of both such that the ratio has a net positive increase. Table 4.1 shows approaches for increasing soil capacity and decreasing demand (after Woeste et al., 2016).

Table 4.1 – Main approaches for increasing soil capacity and decrease demand (modified after Woeste et al., 2016)

<table>
<thead>
<tr>
<th>Increase Capacity</th>
<th>Decrease Demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1) Increase soil density</td>
<td>D1) Soil reinforcement/Shear stress redistribution</td>
</tr>
<tr>
<td>C2) Provide a mechanism for rapid dissipation of excess pore water pressure</td>
<td></td>
</tr>
<tr>
<td>C3) Provide a mechanism to reduce excess pore water pressure</td>
<td></td>
</tr>
</tbody>
</table>

To determine the effect that ground improvement techniques will have on the FS it is useful to examine them in terms of how they either increase capacity or decrease demand.

The liquefaction potential of sandy soils is commonly evaluated using the “simplified” procedure (Whitman, 1971; Seed and Idriss, 1971). This procedure was developed semi-empirically and is based on field observations and laboratory data. The procedure quantifies the FS against liquefaction by defining the capacity of the soil as the cyclic resistance ratio (CRR) and the demand imposed as the cyclic stress ratio (CSR). The CRR can be estimated by the standard penetration test (SPT) corrected blow count ($N_{1,60(s)}$), or other in-situ indices. The CSR is proportional to the peak horizontal acceleration. Additionally, strong ground motion duration needs to be taken into account, which is correlated to earthquake magnitude. Towards this end, CSR is often presented in normalized form such that durational effects match those of a magnitude 7.5 event (i.e., $CSR_{M=7.5}$).
Figure 4.1 - Trend of how the physical processes affect the stress-based liquefaction curve (Modified after Green, 2001).

Figure 4.1 shows a plot of the simplified liquefaction evaluation procedure. For a more in-depth discussion on the simplified procedure refer to Youd et al. (2001) and Idriss and Boulanger (2008). As can be seen in this figure, if a site subjected to a given earthquake scenario plots above the CRR curve, then liquefaction is predicted to occur. Conversely, if a site subjected to an earthquake scenario plots below the CRR curve then liquefaction is not predicted to occur. It is useful to view the liquefaction mitigation mechanisms (Table 4.1) associated with soil improvement techniques (Table 2) in terms of the simplified liquefaction evaluation chart. As shown in Fig. 4.1, increasing soil density (C1) or increasing the lateral effective confining stress (C2) results in an increase in penetration resistance. For these scenarios the boundary between “liquefaction” and “no liquefaction” is assumed to be unaffected. In contrast, preventing contraction of the soil skeleton (C3) or enhancing a rapid dissipation of excess pore water pressure (C4) produces a shift of the boundary between the zones of “Liquefaction” and “No Liquefaction,” thereby effectively reducing the zone of “Liquefaction”. Finally, reduction of demand by shear stress redistribution (D1) results in a decrease of the $CSR_{M=7.5}$ moving the point of interest down into the zone of “No Liquefaction” (Green, 2001).
It is also interesting to analyze the pore pressure build up mechanism during the seismic action in the CRR:N plane, where N is the equivalent number of constant amplitude cycles that represent in a simplified way the duration of shaking for a given Magnitude. If $FS_{fr,liq}<1$ (i.e. CRR<CSR) (Figure 4.2) the demand plots above the CRR curve, and some action has to be taken to have $FS_{fr,liq} \geq FS_{min}$, because otherwise liquefaction will take place ($N_{liq}<N_{eq}$).

Two approaches are possible, as depicted in Figure 4.2.

- **Approach a):** increase CRR to CRR mod. As previously said, this action can be done for instance increasing soil density (C1), i.e. changing one of the soil state properties.
- **Approach b):** increase $N_{liq}$ to $N_{liq,mod}$, reducing the tendency of the soil to accumulate pore pressure increments. In this case, soil resistance has not been changed (i.e. soil state is not affected by the action). An example is the use of drains that enhance a rapid dissipation of excess pore water pressure (C4). Drains are designed considering a limit value of the excess pore water pressure, while nothing is directly said on the increase of the safety factor. Obviously, with this second approach a further step needed to accommodate code’s prescriptions is to find a correlation between $\Delta u$ (or $r_u$) and $FS_{liq}$. The approach suggested in the previous section may be of help to this aim.
Figure 4.2 - Conceptual representation of two possible design approaches (a and b) to improve soil resistance to liquefaction.

The two approaches obviously lead to the same final result, i.e. the change of position of the CRR:N curve, which finally plots above the demand. Obviously, checking the effectiveness of ground improvement on site is much easier in the case of technologies that change CRR, as this can be indirectly controlled by quantifying the change in soil resistance via CPT or SPT. On the contrary, when using drains the possibility to check the performance of the technology is only theoretical.
5 HORIZONTAL DRAINS

5.1 INTRODUCTION
Dynamic liquefaction is a phenomenon that may occur during earthquakes in loose and saturated sandy soil. It is induced by the pore water pressure build-up due to ground shaking that causes a significant reduction of soil shear strength and stiffness and potential damage to existing structures. Drainage as mitigation action is typically carried out by the insertion of vertical drains (often called for this application “earthquake drains”) and is one of the most efficient ways to protect existing structures (e.g. Harada et al., 2006). Furthermore, the installation of vertical drains is rather straightforward, being made with current tools like gravel columns, small steel cylindrical drains and simple tape drains. The insertion of drains into the liquefiable soil modifies the hydraulic boundary conditions. They can be considered as zero excess pore pressure surfaces that, if properly spaced, accelerate the consolidation process during seismic shaking, with a beneficial reduction of soil susceptibility to liquefaction. Some design methods based on the solution of radial consolidation are already available in literature to assign drains spacing (Seed and Booker, 1976; Bouckovalas et al., 2009). However, since the current technology considers only vertical drains, the application of this technique to mitigate liquefaction risk for existing buildings implies that they cannot be placed below the structures but around the buildings. In such a way, drainage is enhanced around the structure to protect, but not in the volume of soil underneath it, on which the structure is directly resting. Because of these geometrical constraints, the result is a reduced effectiveness of the technology in the built environment. A possible solution to this technological limitation may be obtained by adopting directional drilling (Allouche et al., 2000) to place horizontal or sub-horizontal drains directly underneath existing structures. This is a very promising evolution, whose use should not pose critical installation problems, at least as long as the horizontal drains are shallow (say not deeper than 10 m), and their diameter is not very large (say not more than 30 cm). Obviously, it is possible to deploy horizontal drains in multiple rows in either a square grid or in a staggered layout, as done for vertical drains. However, while (as previously mentioned) design methods already exist for the latter, for horizontal drains there is a lack of both experimental evidences on their effectiveness and of well-established design approaches. In fact, being the drains horizontal, the radial consolidation around each drain occurs in the vertical plane and may be influenced by the presence of a free-drainage ground horizontal surface or layer at a close distance. Furthermore, the hypothesis of an infinite number of drains implicitly assumed in the design of vertical drains is completely unrealistic for horizontal drains, for which only two or three lines of drains may be placed on site. In the following sections, the design approach proposed for an infinite number of vertical drains by Bouckovalas et al. (2009) will be extended to the case of a limited number of shallow horizontal drains.
5.2 BACKGROUND ON DYNAMIC CONSOLIDATION

As mentioned above, soil liquefaction is induced in saturated, loose and shallow sandy soil by the build-up of pore water pressure due to cyclic loading in partially or totally undrained condition. When the excess pore pressure equates the initial effective normal stress, the shear strength of cohesionless soils goes to zero. Simultaneously, the shear modulus tends to zero, and considerable deformations can occur even before full liquefaction. Since the pore pressure increments due to seismic excitation are caused by the volumetric – distortional coupling of soil constitutive behaviour, advanced constitutive models should be used to simulate the complex coupled hydro-mechanical consolidation process. In common practice, however, this is never the adopted procedure, and simplifications are introduced to evaluate the seismically induced pore pressure increments. If the design goal is the limitation of pore pressure build-up to a desired, limit value, a simple uncoupled approach can be adopted to design a draining system. The consolidation process is then usually solved in the hypothesis of Terzaghi-Rendulic (Rendulic, 1936). In plane strain conditions, it reads:

\[ \frac{k}{\gamma_w} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) = m_v \frac{\partial u}{\partial t} \]  

(15)

where \( x \) and \( y \) are the spatial coordinates in the plane, \( k \) is the hydraulic conductivity (assuming the soil homogeneous and the permeability isotropic), \( u \) is the excess pore pressure and \( m_v \) is the volumetric compressibility coefficient. As previously mentioned, in the case of ongoing cyclic loading, the quantification of \( u \) is a very complex problem, being it the resultant of concurrent dissipation (due to consolidation) and increment (due to cyclic shaking). A fundamental contribution to the solution was given by Seed et al. (1975), who proposed to write eq. (15) modifying its right-hand term as the algebraic sum of the change of pore pressure, \( du \), taking place in the time interval, \( dt \), because of the consolidation process, plus an accumulation term related to the ongoing seismic shaking. By so doing, eq. (15) becomes:

\[ \frac{k}{\gamma_w} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) = m_v \left( \frac{\partial u}{\partial t} - \frac{\partial u_g}{\partial N} \frac{\partial N}{\partial t} \right) \]  

(16)

where \( u_g \) is the pore pressure increment generated during shaking and \( dN \) is the number of cycles taking place in the time interval \( dt \). Within this framework, that is by far the most popular one adopted to study the dynamic consolidation of soils, different choices can be done to quantify the cyclic pore pressure build up \( (\partial u_g/\partial N) \). Seed et al. (1975) proposed to this aim a function of the ratio \( N_{eq}/N_l \) between the seismic action, quantified through the number of equivalent cycles, \( N_{eq} \), and the number of cycles required to cause liquefaction, \( N_l \). Analysing the experimental results on shaking table by Harada et al. (2006), however, Bouckovalas et al. (2009) observed that the pore water pressure build-up at the early stages
of cyclic loading depends mainly on soil fabric evolution and not on \( r_u \). In order to cope with this experimental evidence, they proposed a different equation for \( \partial u_g/\partial N \):

\[
\frac{\partial u_g}{\partial N} = \frac{\sigma'_0}{\pi AN_i} \frac{1}{(t \frac{N_{eq}}{N_i})^{\frac{1}{2A}}} \cos \left( \frac{\pi}{2} r_u \right)
\]  

(17)

where \( \sigma'_0 \) is the initial vertical effective stress, \( A \) is an empirical parameter affecting the shape of the accumulation curve, \( t \) is the time variable, \( t_d \) is the significant duration of seismic shaking, \( r_u \) is the excess pore pressure ratio \( (u_g/\sigma'_0) \).

In the hypothesis of a linear dependency of the number of cycles on time, it can be written that:

\[
\frac{\partial N}{\partial t} = \frac{N_{eq}}{t_d}
\]  

(18)

Hence, by substituting (3) and (4) in (2), and using dimensionless variables, the following form of the equation of consolidation is obtained:

\[
T_{ad} \left( \frac{\partial^2 r_u}{\partial (\frac{x}{d})^2} + \frac{\partial^2 r_u}{\partial (\frac{y}{d})^2} \right) = \frac{\partial r_u}{\partial \left( \frac{t}{t_d} \right)} - \frac{N_{eq}}{\pi AN_i} \frac{1}{(\frac{N_{eq}}{N_i} \frac{t}{t_d})^{\frac{1}{2A}}} \cos \left( \frac{\pi}{2} r_u \right)
\]  

(19)

where \( d \) is the drain diameter and \( T_{ad} \) is a dimensionless time factor defined as:

\[
T_{ad} = \frac{t_d k}{d^2 m_w \gamma_w}
\]  

(20)

in which \( \gamma_w \) is the specific weight of water. \( T_{ad} \) is a non-dimensional time, expressed as a function of a given drain diameter (\( d \)) and of a specific site seismic hazard through the significant seismic duration (\( t_d \)).
5.3 **NUMERICAL SOLUTION OF CONSOLIDATION FOR HORIZONTAL DRAINS**

Eq. (5) has been used to solve the dynamic consolidation process considering the presence of horizontal drains, with the final goal to draw simple design charts to assign the spacing among them.

![Diagram](image)

*Figure 5.1 - geometrical layout: (a) numerical model domain; (b) numerical solution domain; (c) numerical solution domain with increased s/d.*

The geometrical layout of the problem considered in this work is shown in Figure 5.1. The model is representative of a homogeneous layer of liquefiable soil in which three rows of drains (each one made of an infinite number of constantly spaced drains) are deployed in a staggered arrangement (‘quincunxes’). $H'$ is the distance from the upper boundary of the upper row of drains. As shown in the figure, the layout is defined by the spacing between the drains, $s$, and the angle $\alpha$ (here assumed equal to 60°, as typical in this configuration). All the dimensions have been normalized to the diameter of the drains $d$ (Figure 5.1a). The lower boundary, assumed impervious, is located at a depth of $2s/d$ from the lower row of drains. Its position has been chosen far enough from the drains not to affect the solution. Taking advantage of symmetry, the analyses have been carried out with reference to a numerical domain of reduced area (Figure 5.1a). The left and right boundaries of such a domain are defined by two impervious planes of symmetry (Figure 5.1a). Along the impervious vertical sides of the model, the drains are modelled as segments with zero excess pore pressure. The upper boundary is represented by a surface with zero excess pore water pressure.

Even though the solution of the consolidation process is obtained in the whole numerical model domain, the effect of excess pore water pressure dissipation due to the drains is evaluated only in the part of it having thickness $H$ from the upper boundary, being
$H=(H'/d+2s/d \cdot \text{sen} \alpha+0.5 \cdot s/d)$ (Figure 5.1b). This assumption stems from the observation that, at a depth equal or higher than 0.5 $s/d$ below the lower drains ($z>H$), the pore pressure increments are not affected by the presence of the drains, as shown in the following section. These assumptions imply that by changing the normalized spacing $s/d$ among the drains the geometrical features of both the numerical model and the solution domains are modified (Figure 5.1c).

The problem was solved with an implicit finite difference method (Crank et al. 1947; D’Acunto, 2012) discretizing the domain with a rectangular grid. Spatial variables were related to drain diameter to simplify the design approach; as already pointed out, drain diameter is limited by technology, thus it is easy to assign, and, by consequence, $H'/d$ can be determined. Each drain segment was discretized by six nodes. By solving the consolidation problem, it is possible to know the excess pore pressure ratio in each point of the model grid, at a dimensionless time $t/t_d$. The problem has been solved in a parametric way by varying the geometrical layout (spacing $s/d$ and distance of the upper surface, $H'/d$), the soil properties (i.e. the volumetric compressibility coefficient, $m_v$, and the coefficient of hydraulic conductivity, $k$) and the parameters defining the seismic action ($T_{ad}$, $N_{eq}/N_l$).

5.3.1 Numerical results

Once the problem was solved, the average and maximum excess pore pressure ratios, respectively $r_{u,\text{mean}}(t, y/d)$ and $r_{u,\text{max}}(t, y/d)$, were calculated for each depth to quantify the effect of drains. The vertical profiles of these quantities at the end of the analysis are presented in Figure 5.2, Figure 5.3, Figure 5.4 and Figure 5.5.
In Figure 5.2 the effect of drain spacing with $T_{ad}=50$ and $N_{eq}/N_l=1$, is shown for two different values of $H'/d$. The mean and maximum profiles of $r_u(y/d)$ at the end of shaking are similar, differing more around the depths of drains, with such a difference being a function of drains’ spacing: obviously, for closer spacing the effectiveness of drains increases. It is worth noting that when $s/d$ is much smaller than $H'/d$, the maximum value of $r_u$ is attained in the upper part of the domain, where there is the largest drainage distance. When spacing increases and is higher than $H'/d$, the maximum value is attained in the lower part of the domain. It is evident that in the former case the contribution of drains to pore-pressure dissipation prevails on that of the upper draining surface; in the latter case, the opposite holds.
In Figure 5.3 the vertical profiles of $r_u$ with $T_{ad}=50$, $s/d=10$, $H'/d=10$ and different values of $N_{eq}/N_l$ are plotted. There is a slight difference between $N_{eq}/N_l=0.75$ and $N_{eq}/N_l=1$ and in both cases the excess pore pressure ratio is below 0.6 along the whole vertical. However, when $N_{eq}/N_l=2$, the excess pore pressure ratio is equal to 1 everywhere except for the area above the upper row of drains and around the drains themselves. It must be noted that a value of $N_{eq}/N_l$ lower than 1 implies that during the shaking no liquefaction occurs ($r_u$ is lower than 1), either with or without drains. Although in these cases liquefaction does not occur, the excess pore pressure build-up reduces both shear stiffness and strength of the soil. This induces non-negligible settlements and deformations under existing structures. Therefore, drains are useful also for $N_{eq}/N_l \leq 1$, to reduce pore pressure build-up (or $r_u$) during shaking.
In Figure 5.4a and Figure 5.4b the effect of $T_{ad}$ is shown. When $N_{eq}/N_l$ is equal to 1, thanks to the drains, liquefaction is impeded even if $T_{ad}$ is as low as 25 and their effect is enhanced significantly when $T_{ad}$ increases. When $N_{eq}/N_l=2$, however, the effect of $T_{ad}$ is much more significant. As a matter of fact, with $s/d=10$ and $H'/d=10$, drains are not able to prevent liquefaction when $T_{ad}$ is low and a smaller spacing is needed.
Figure 5.5 - Vertical profiles of $r_{u,\text{max}}$ at the end of shaking with $N_{eq}/N_l=1$ and $T_a$. 
Figure 5.5 shows the effect of $H'/d$ with different choices for spacing and two different values of $T_{ad}$. When $H'/d$ is lower than $s/d$, the same maximum excess pore pressure ratios in the upper part of the domain are calculated, regardless of $T_{ad}$. This is due to the loss in efficiency of the drains when they are too close to the upper boundary. When increasing $H'/d$, the efficiency of drains on the upper part of the domain rises up while the effect of the upper boundary surface decreases. The combination of both effects gives a similar profile of $r_u$ above the first row of the drains at varying $H'/d$ ($< s/d$). When $H'/d$ exceeds the value of $s/d$, the negative effect of the increased distance between the upper boundary and the first row of drains exceeds the positive combined effect of the two boundaries and a higher excess pore pressure ratio is calculated.

![Figure 5.5 - Contours of excess pore pressure ratio in the solution domain at the end of shaking, with $N_{eq}/N=1$, $s/d=10$, $T_{ad}=50$.](image)

The contours of excess pore pressure ratio shown in Figure 5.6 confirm these results. It can be seen a high gradient of $r_u$ around drains that is independent of $H'/d$ for the two deeper rows. The effect of the first row of drains is instead dependent of the distance from the upper
boundary. When $H'/d$ is lower than $s/d$, the effect of the upper boundary is predominant on the effect of the drain, lowering its efficiency. When $H'/d$ is equal to $s/d$, there is almost no overlap between the upper boundary and the first row of drains and its efficiency is enhanced. Finally, if $H'/d$ is higher than $s/d$, the drains act almost as a boundary condition with a lower excess pore pressure ratio on the upper part of the domain at a distance from the first row almost equal to half of the spacing. Indeed, in the last case, three areas can be distinguished: an upper part, where the gradients of excess pore pressure ratio are almost vertical, and the behaviour is almost one-dimensional; a middle part, between drains, where $r_u$ is almost constant except for the area surrounding the drains, where the gradients are much higher; the lower part, where the effect of drains vanishes and again the gradients become vertical. When $H'/d$ is lower or equal to $s/d$, the first two areas are partially overlapped. The contours also show that the difference between the vertical profiles of $r_u, \text{mean}$ and $r_u, \text{max}$ is negligible in the domain except for the depths corresponding to the rows of drains, as already pointed out.

5.3.2 Validation of results against FE analyses

The results obtained with the numerical model adopted in this study were validated using the results of a centrifuge test carried out at ISMGE (Italy) and presented in deliverable D4.2 (Airoldi et al., 2018). In order to perform the validation accounting for the unavoidable differences between the experimental set up and the geometrical layout considered in this work (Figure 5.1), FEM numerical analyses had to be carried out. Plaxis 2D was used to this aim, and the coupled hydro-mechanical analysis were performed by using UBC3D-PML model (Petals, 2012). This elastoplastic constitutive model is based on the UBCSand model (Puebla et al., 1997) and simulates the effects of cyclic loading using two yield surfaces of the Mohr-Coulomb type, one linked to isotropic hardening and the other to kinematic hardening. The calibration of model parameters has been performed following the indications of Beaty and Byrne (2011), i.e. expressing the parameters as functions of soil relative density. A wider description of the numerical simulations carried out within the project is reported in deliverable D4.4 (Flora et al., 2018).

The first step of the validation procedure was to simulate with Plaxis2D the seismic centrifuge test with horizontal drains (Airoldi et al. 2018) whose geometrical configuration is reported in Figure 5.7. In the centrifuge, drains were realized by perforated PVC pipes with an external diameter of 6 mm (0.3 m at prototype scale at 50g acceleration) and a thickness of 1 mm. In the numerical analyses, they were modelled as having a finite permeability (while the solution proposed in this paper assumes for the drains, as usual, an infinite permeability), whose value was calibrated on a back analysis of the centrifuge test. In the Plaxis model, tied degree of freedom conditions were used for the lateral boundaries, to simulate the true centrifuge boundary conditions.

The calibration of the model leads to the set of parameters reported in Table 5.1.
Table 5.1 - Centrifuge test calibration parameters.

<table>
<thead>
<tr>
<th>RD (%)</th>
<th>N₁,60 (-)</th>
<th>e (-)</th>
<th>n (-)</th>
<th>ν (-)</th>
<th>K₁ₑ (-)</th>
<th>K₂ₑ (-)</th>
<th>K₃ₑ (-)</th>
<th>mₑ (-)</th>
<th>nₑ (-)</th>
<th>nᵦ (-)</th>
<th>φₑ (-)</th>
<th>φₑpeak (-)</th>
<th>Rₑ (-)</th>
<th>fₑd (-)</th>
<th>fₑpos (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>54.5</td>
<td>13.7</td>
<td>0.7</td>
<td>0.4</td>
<td>0</td>
<td>2246.0</td>
<td>1036.0</td>
<td>680.6</td>
<td>0.5</td>
<td>0.5</td>
<td>0.4</td>
<td>33.0</td>
<td>34.4</td>
<td>0.7</td>
<td>9.0</td>
<td>1.00</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.7 - Geometry of centrifuge test model (modified after Airoldi et al., 2018).

A standard Italian sand is used for the tests, namely Ticino sand, characterized by a coefficient of permeability \( k=2\times10^{-3} \) m/s. The seismic input applied at the base of the model has the characteristics reported in Table 5.2 and Table 5.3. For further details on the experimental set up and results, the reader is addressed to Deliverable D4.2, for details on the numerical mesh and analysis to Deliverable D4.4.

Table 5.2 - Earthquake characteristics; \( T_r \) is the return period, \( M_w \) is the moment magnitude, \( R_{ep} \) is the epicentral distance, \( t_d \) is the significant duration, \( a_{max} \) refers to maximum acceleration at the bottom of centrifuge model.

<table>
<thead>
<tr>
<th>Source file</th>
<th>( T_r ) (years)</th>
<th>( M_w )</th>
<th>( R_{ep} ) (km)</th>
<th>( t_d ) (s)</th>
<th>( a_{max} ) (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESM EU.HRZ..HNE.D.19790415.061941.C.ACC.ASC</td>
<td>2475</td>
<td>6.9</td>
<td>62.9</td>
<td>18.67</td>
<td>0.18</td>
</tr>
</tbody>
</table>
Table 5.3 - Parameters for numerical model (*)

<table>
<thead>
<tr>
<th>s/d</th>
<th>a\textsubscript{max}</th>
<th>z</th>
<th>r\textsubscript{d}</th>
<th>CSR</th>
<th>N\textsubscript{l}</th>
<th>N\textsubscript{eq}/N\textsubscript{l}</th>
<th>k</th>
<th>m\textsubscript{v}</th>
<th>T\textsubscript{ad}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-)</td>
<td>(g)</td>
<td>(m)</td>
<td>(-)</td>
<td>(-)</td>
<td>(-)</td>
<td>(-)</td>
<td>(m/s)</td>
<td>(1/MPa)</td>
<td>(-)</td>
</tr>
<tr>
<td>5</td>
<td>0.159</td>
<td>2.3</td>
<td>0.98</td>
<td>0.214</td>
<td>1.2</td>
<td>14</td>
<td>1.7E-03</td>
<td>0.05</td>
<td>689</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>4</td>
<td>0.96</td>
<td>0.209</td>
<td>1.6</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(*) r\textsubscript{d} is the shear stress reduction factor that accounts for dynamic response of the soil profile (Idriss, 1999), CSR is the cyclic stress ratio at depth z; a\textsubscript{max} refers to the acceleration at the top of centrifuge model, k, and m\textsubscript{v} are permeability and volumetric compressibility coefficient of soil.

Figure 5.8 - Comparison between test measurements and FEM model results: acceleration spectra;
excess pore pressure history.

A good agreement was found with the centrifuge test both in terms of excess pore pressure and acceleration, as shown in Figure 5.8 for both the values of spacing between drains adopted in the centrifuge test.

In order to carry out the validation of the numerical model proposed in this paper, a further step had to be done: once the FEM analyses were proven to be reliable and well calibrated, a further Plaxis2D analysis with the same coupled model was carried out by modelling drains by a zero excess pore pressure surface. In so doing, the results of FEM analyses can be compared to those obtained with the approach proposed in this paper, for which the drains are modelled as surfaces with infinite permeability (being characterized by zero excess pressure). In this comparison, the FEM analyses will be assumed as the “true” results.

In order to carry out the comparison, the volumetric compressibility coefficient \( m_v \) required to determine \( T_{ad} \) was derived from an isotropic compression curve at an isotropic compressive stress equal to 50 kPa; the number of equivalent cycles, \( N_{eq} \) was calculated based on the procedure suggested by Biondi et al. (2012). The number of cycles required to cause liquefaction was derived by the cyclic resistance curve; the Cyclic Stress Ratio (CSR) was calculated based on the approach proposed by Seed et al. (1975) with the maximum acceleration at ground surface derived by a dynamic total stress analysis. CSR is a function of the depth and by consequence, also \( N_t \) is a function of \( z \); thus, a representative depth has to be assumed to assign \( N_{eq}/N_t \). In a design procedure, the depth would be set at the middle of the layer that has to be treated. Hence, the depth was set at the middle of numerical solution domain (Figure 5.1b), that is equal to 2.3 m and 4 m for \( s/d = 5 \) and \( s/d = 10 \), respectively. The upper boundary with zero excess pore pressure is represented by the water table, thus \( H'/d \) (dimensionless distance between upper boundary and first row of drains) is equal to 4.33.

Figure 5.9 shows excess pore pressure ratio vertical profiles related to three vertical sections. The curves are very similar and show an almost constant distribution of excess pore pressure ratio on the horizontal direction. The profiles are reported for two instants, related to the time at which maximum excess pore pressure ratio was observed in Plaxis analysis, and at the end of earthquake significant duration. The dashed lines represent the bottom of the solution domain that is used to produce the design charts. A very good agreement can be observed on \( s/d=5 \) at both times along all the vertical profile. The vertical profiles at \( s/d=10 \) are quite similar from the top surface to the central row of drains, but numerical analysis overestimates significantly excess pore pressure ratio in the lower part of the domain, that is deeper compared to the case \( s/d=5 \); this is due to the assumption that CSR is constant with depth, while it should decrease with depth. Thus, the proposed numerical approach overestimates the pore pressure build up in depth compared to the reference FE dynamic analysis. Furthermore, once excess pore pressure ratio achieves unity, the build-up of pore water pressure, \( \partial u_g / \partial t \), given by eq. (3) is much higher than the dissipation due to drains, \( \partial u / \partial t \), and
thus the reduction of $r_u$ calculated in the coupled dynamic analysis performed in Plaxis is not well captured in the numerical analysis.

However, the simplification considered in the proposed method leads to a conservative design approach, and the procedure can be thus considered validated.

![Graph of vertical profiles of excess pore pressure ratio for s/d equal to 5 and 10 at two times ($t^*=t/td$). Continuous and dashed lines refer to Plaxis and numerical analyses, respectively.](image)

*Figure 5.9 - Vertical profiles of excess pore pressure ratio for s/d equal to 5 and 10 at two times ($t^*=t/td$). Continuous and dashed lines refer to Plaxis and numerical analyses, respectively.*
5.3.3 Charts of excess pore pressure ratio with upper pervious surface.

The results of the previously commented analyses were summarized in charts, as shown in Figure 5.10, Figure 5.11 and Figure 5.12.

![Figure 5.10 - r_o charts for H'/d=5. (Fasano et al, 2019).](image-url)
Figure 5.11 - $r_o$ charts for $H'/d=10$. (Fasano et al, 2019).
Figure 5.12 - $r_u$ charts for $H'/d=15$. (Fasano et al, 2019).

The charts represent the excess pore pressure ratio, $r_u$, in the solution domain for different sets of parameters. For each instant $t$, the mean and maximum excess pore pressure ratios in the solution domain were evaluated. Because of the seepage induced by the hydraulic gradients around drains, the worst conditions are not necessarily attained at the end of the...
shaking, being possible to observe them during the shaking. Therefore, the maximum values in time of the mean and maximum excess pore pressure ratios calculated over the whole domain, $r_{u,\text{mean}}$ and $r_{u,\text{max}}$, were considered in the design charts. Each one of them is related to specific values of the ratios $H'/d$ and $N_{eq}/N_l$; each curve refers to a value of $T_{ad}$ and represents the excess pore pressure ratio (as explained before) for different values of $s/d$.

5.3.4 Charts of excess pore pressure ratio with upper impervious surface.

For the horizontal drains system considered before the upper boundary was represented by a pervious surface, this condition allows the vertical drainage through this surface with a consequent reduction of the excess pore water pressure. In common practice it is possible the presence of a low permeability soil upon the liquefiable one. In this case the drainage through the upper surface is not possible and a larger excess pore water pressure is achieved.

As for the domain in Figure 5.1, a numerical solution for the domain with an upper impervious surface was done for the domain shown in Figure 2.1. As for the domain with pervious upper surface, the numerical results have been summarized in some design charts.
Figure 5.14 - $r_o$ charts for $H'/d=5$. (De Sarno et al, 2019).
Figure 5.15 - $r_o$ charts for $H'/d=10$. (De Sarno et al, 2019).
5.4 DESIGN METHOD FOR HORIZONTAL DRAINS

Based on the charts presented in the previous sections, it is possible to define a simple and straightforward method to design a set of horizontal drains for the mitigation of soil liquefaction.

The use of the charts as tool of design requires the definition of $N_{eq}$ and $t_d$. Both these parameters are related to the seismic hazard of the site, and in literature different ways to quantify them are available (e.g. Green and Terri, 2005; Trifunac and Brady, 1975). To quantify $T_{ad}$, the hydraulic and mechanical properties of the liquefiable soil (in terms of volumetric compressibility $m_v$ and hydraulic conductivity coefficient $k$) and the drain diameter must be defined. Finally, it is necessary to know the soil resistance to liquefaction in terms of the number of equivalent constant amplitude cycles that lead to liquefaction, $N_l$. Hence the ratio $N_{eq}/N_l$ may be calculated. Once the depth of the first row of drains, $H'$, is chosen, the ratio $H'/d$ can be calculated and the related chart (for a given value of $N_{eq}/N_l$) can be selected, while the curve to be used is defined by $T_{ad}$.

The last step is the definition of the design target for the mean (or maximum) $r_u$. Its value can be decided based on a reference limit state. The target value of $r_u$ is chosen according to the procedure described in section 3.

Finally, once the target excess pore pressure ratio $r_u$ is defined, a dimensionless spacing $s/d$ can be obtained from the relevant chart.

An application can be carried out using the chart shown in Figure 5.16, for $H'/d=10$, $T_{ad}=50$ and $N_{eq}/N_l=1$. Supposing that the design mean excess pore pressure ratio $r_{u,mean}$ is equal to 0.4, from the chart the design spacing $s/d$ is around 11.5. Given the spacing, it is possible to verify that the value of $r_{u,max}$ is acceptable: in this case it is equal to 0.69. It is worth noting that the $s/d$ obtained from the design chart is almost equal to $H'/d$, which means that the maximum excess pore pressure ratio is likely to be achieved in the lower part of the domain, as discussed before. The design spacing can be optimized to achieve the best performance for the drains. Some hints are given in the next section, based on the result of a numerical parametric analysis that is described in Appendix C.
DESIGN HINTS

Parametric analyses described in detail in Appendix C (Liccardi, 2019) were performed by varying both the spacing between the drains (s/d) and the depth of the first row (H'/d). Efficiency was calculated both in terms of reduction of $r_u$ and in terms of reduction of settlement at the ground surface, showing that the most efficient configurations are those characterised by the shallowest drains (H'/d=5) with the smallest spacing (s/d=5). Figure 5.17 sketches the effect of shallow drainage on the excess pore pressure distribution (single layer configuration). In the figure the black line represents the envelope of $r_u$ distribution with depth during the earthquake without drains, the red line represents the corresponding envelope distribution with drains (enveloping the blue lines that are distributions at several epochs during the earthquakes).
It appears clearly in the figure that, for the chosen values of spacing, the presence of drains at a shallow depth reduces to very small (almost negligible) values the excess pore pressures around the drained area, while leaving substantially unchanged (or even increasing) the excess pore pressures in the deeper layers. Similar results were obtained also when a crust is present at the top of the liquefiable layer (see §C.2).

For such a reason, attention was also paid to the accelerations at the ground surface or at the foundation level of the structure (see Appendix C). The results of the parametric analysis show that generally the use of horizontal drains produces an amplification of the response spectrum with respect to the conditions without drains. In fact, the presence of drains reduces excess pore pressure thus inhibiting the beneficial isolating effect provided by the liquefied layers. This may increase the amplitude of the acceleration spectrum at surface, which should be avoided since it may causes damage to the structures due to the inertial actions. However, shallow drains do not prevent excess pore pressure to build up in the deep soil, hence deep liquefaction can arise, avoiding amplification of the seismic signal that propagates to the ground surface. Therefore, shallow drains should be preferred also for this reason.

Finally, a further aspect that should be taken into account is the horizontal extension of the drains beyond the footprint of the building. In fact, the chart provided in the previous section are related to the geometrical condition of an infinite extension of the drain rows in the horizontal direction. From the results of the parametric analyses (Appendix C) it can be concluded that by extending the drained volume of ground to a distance B at the side of the structure, where B is the size of the footprint of the structure itself, the effectiveness of the mitigation action is very close to that occurring in the case of indefinite lateral extension of the drained ground.
6 INDUCED PARTIAL SATURATION

6.1 INTRODUCTION

As well known, partial saturation increases the liquefaction resistance because of the very low volumetric stiffness of the gaseous phase in the soil. During undrained cyclic loading, if the soil tends to contract, the volume of the gas phase decreases and consequently the pore pressure build-up is reduced. This simple mechanism has a large effect even when the saturation degree is as high as 99%, and obviously becomes more and more relevant as the degree of saturation ($S_r$) decreases as shown by several researchers (e.g. Chaney, 1978; Yoshimi et al., 1989; Ishihara et al., 2002; Nakazawa et al., 2004; Yegian, 2007; Kobayashi et al., 2010; Tsukamoto et al., 2014; Wang et al., 2016; Mele et al., 2018).

In unsaturated soils it is still possible to define an effective stress. Among the several proposals, the most used one to this aim is probably that proposed by Bishop and Blight (1963):

$$\sigma'_{un} = (\sigma - u_a) + \chi \cdot (u_a - u_w)$$ (19)

where $\sigma$ is the total stress and $u_a$, $u_w$ and $\chi$ are respectively the pore air pressure, the pore water pressure and the material parameter accounting for the effect of the degree of saturation. The term ($\sigma-u_a$) is called “net stress”, while ($u_a-u_w$) is the “matric suction” ($s$). The parameter $\chi$ is assumed equal to the degree of saturation $S_r$ ($\leq 100$%), according to Wheeler et al., 2003; Gallipoli et al., 2003.

Based on an energetic interpretation of laboratory results of unsaturated tests, two possible design approaches have here proposed according to Mele and Flora, 2019, aiming at calculating the desired degree of saturation of a loose sand (design goal for IPS). To better understand these two approaches, the most important principles have been discussed as follow.

6.2 BACKGROUND ON ENERGETIC MODEL

During undrained cyclic triaxial loading of loose unsaturated sands, whatever the applied CSR, $\varepsilon_v$ increases to a final value $\varepsilon_{v, fin}$ at liquefaction which depends only on the initial state, defined for instance via the degree of saturation ($S_{r0}$), the void ratio ($e_0$) and the initial net stress ($\sigma-u_a)_0$ as shown in Figure 6.1 for tests carried out on unsaturated specimens of Sant’Agostino sand (D4.1).
Moreover, test results related to the same $S_r$ plot in Figure 6.1a. All tests reach an effective stress, $\sigma'_u$, equal to 0 kPa at liquefaction, while as previously recalled the final volumetric strain depends on the initial degree of saturation. In Figure 6.1b the average curves for two different average degrees of saturation (55 and 87%) are also plotted.

Considering the deformation process isothermal and applying Boyle and Mariotte law, the final volumetric strain at a constant confining total stress $\sigma_c$ and with an initial air pressure $u_{a,0}$ can be written as (Okamura and Soga, 2006; Mele et al., 2018):
Mele et al., 2018, showed that for the studied sands (Sant’Agostino, Bauxite and Inagi) a unique curve may be obtained in a non-dimensional plane ($\sigma_{un}'/\sigma_{un,0}; \varepsilon_v/\varepsilon_{v,fin}$, Figure 6.2), having the expression:

$$\frac{\sigma_{un}'}{\sigma_{un,0}} = 1 - \left( \frac{\varepsilon_v}{\varepsilon_{v,fin}} \right)^{1.7}$$

($21$)

**Figure 6.3 - Dimensionless effective stress vs. dimensionless volumetric strain for some of the tests reported by Mele et al. (2018).**

Based on the showed experimental results, theoretical considerations have been done. A partially saturated soil can be considered as a three-phases thermodynamic system. In order to quantify the energy spent by the soil specimen during the pore pressure build-up process till liquefaction during laboratory testing, four hypotheses are introduced:

- the process is isothermal (i.e. no heat is generated or lost during the test);
- the mass of the system is constant (i.e. no increase or decrease of the mass of air, water or soil in the specimen during the test);
- the system is thermodynamically open (i.e. within the specimen, the deformation process implies internal flows of air and water);
- the pore gas (air) can be treated as an ideal gas.

The total specific energy of deformation $E_{tot}$ needed to reach liquefaction can be seen as the sum of two components:
\[ E_{\text{tot,liq}} = E_{v,\text{liq}} + E_{s,\text{liq}} \]  \hspace{1cm} (22)

where \( E_{v,\text{liq}} \) is the volumetric specific energy and \( E_{s,\text{liq}} \) is the deviatoric specific energy to reach liquefaction.

The volumetric specific energy can be seen as the sum of three components (Mele et al., 2018):

\[ E_{v,\text{liq}} = E_{v,sk,\text{liq}} + E_{w,\text{liq}} + E_{air,\text{liq}} \]  \hspace{1cm} (23)

\( E_{v,sk,\text{liq}}, E_{w,\text{liq}} \), and \( E_{air,\text{liq}} \) represent the specific work done respectively to cause the deformation of the soil skeleton, the flow of water and the flow of air into the pores network. They can be expressed as:

\[ E_{v,sk,\text{liq}} = \int_0^{\varepsilon_{v,\text{liq}}} [(\sigma - u_a) + sS_r] \cdot d\varepsilon_v \]  \hspace{1cm} (24)

\[ E_{w,\text{liq}} = -\int_{S_r0}^{S_r,\text{liq}} \frac{e(S_r)}{1 + e(S_r)} s(S_r) \cdot dS_r \]  \hspace{1cm} (25)

\[ E_{air,\text{liq}} = \frac{e_0}{1 + e_0} (1 - S_{r,0}) u_{a,\text{liq}} d(\ln \rho_{a,\text{liq}}) \]  \hspace{1cm} (26)

\( E_{v,sk,\text{liq}} \) depends on the stress state \( (\sigma'_{un}) \) and on the initial void ratio \( e_0 \) \( (E_{v,sk,\text{liq}} = f(\sigma'(S_r), e_0)) \), while it does not depend neither on CSR nor on \( N_{liq} \). Obviously, \( E_{v,sk,\text{liq}} = 0 \) for undrained tests on saturated soils. The integral of eq.24 represents the area of the average curve \( \sigma'_{un} - \varepsilon_v \) (i.e. Figure 6.3) for a specific soil state. The integration extremes for the volumetric strains have to be assigned to calculate \( E_{v,\text{liq}} \). These are 0 and \( \varepsilon_{v,\text{liq}} \) respectively corresponding to the effective stresses (Bishop’s notation) \( \sigma'_{un,0} \) and \( \sigma'_{un,liq} \). The latter is the value of the effective stress at liquefaction and is not nil because of the conventional definition of liquefaction (\( \varepsilon_{DA} = 5\% \)). It can be calculated as a function of the initial degree of saturation \( S_{r0} \) using the following equation:

\[ \frac{\sigma'_{un,liq}}{\sigma'_{un,0}} = -2 \cdot 10^{-4} \cdot S_{r0}^2 + 2 \cdot 10^{-2} \cdot S_{r0} + 0.1 \]  \hspace{1cm} (27)

which is the best fitting curve of the experimental data presented by Mele et al. (2018).
Figure 6.4 - Experimental values of \( \sigma_{u,liq}/\sigma_{u,0} \) and \( S_{r0} \) (Mele et al, 2018), along with a best fitting curve (eq. 28).

\( E_{w,liq} \) is the specific volumetric energy of water and it is due to the change of water content. 
\( E_{air,liq} \) describes the effect of pressure variation in the gas phase, and poses no problems in calculation.

Once the volumetric components have been defined, it is necessary to quantify the specific deviatoric energy of the soil skeleton spent to liquefaction, \( E_{s,liq} \), connected to distorsional strains \( \varepsilon_s \). From a physical point of view, \( E_{s,liq} \) is the sum of the areas of all the cycles in the \( \varepsilon_s : q \) plane (\( D_{cyc} \) in Figure 6.5 for a single cycle) up to liquefaction (defined in terms of strains). Formally, for each cycle the energy is defined as:

\[
E_{s,liq} = \sum_{N_{cyc}=1}^{N_{cyc}=N_{liq}} \int \int_{D_{cyc}} dq \cdot d\varepsilon_s
\]  

(28)

Because of its definition, \( E_{s,liq} \) is strictly related to soil damping, and it thus quantifies the amount of energy dissipated during the distorsional cyclic path. Therefore, it depends on soil properties, soil state and cyclic stress amplitude CSR.
6.3 ENERGETIC APPROACHES TO PREDICT LIQUEFACTION RESISTANCE OF UNSATURATED SANDY SOILS

With the main aim to predict liquefaction resistance of unsaturated sandy soils, two simple approaches (Mele and Flora, 2019) have been discussed.

**Approach 1**

The volumetric specific energy $E_{v,liq}$ (eqs. 24, 25, 26) is a function of the initial values of the effective confining stress (Bishop notation), of the void ratio and of the degree of saturation ($E_{v,liq}=E_{v,liq}(\sigma'_{0}, e_{0}, S_{r0})$), and increases from zero (for saturated soils) as $S_{r}$ decreases. In this sense, $E_{v,liq}$ may be seen as a synthetic state variable ruling the increment of liquefaction resistance of sands (at low confining stresses) from $CRR_{s}$ ($S_{r}=100\%$) to $CRR_{un}$ ($S_{r}<100\%)$.

Mele and Flora (2019) showed the relationship between $\Delta CRR_{ctx}$ (or $\Delta CRR_{css}$) defined as $\Delta CRR_{ctx}=CRR_{un,ctx}-CRR_{s,ctx}$ (or $\Delta CRR_{css}=CRR_{un,css}-CRR_{s,css}$) for $N_{liq}=15$ and $E_{v,liq}$ for the three tested sands, where $CRR_{un,css}$ and $CRR_{s,css}$ have been obtained by Castro’s correlation (1975):

$$CRR_{css} = c_{r} \cdot CRR_{ctx}$$  \hspace{1cm} (29a)

where $c_{r}$ is:

$$c_{r} = \frac{2 \cdot (1 + 2K_{0})}{3\sqrt{3}}$$  \hspace{1cm} (29b)

in eq. (29b) $K_{0}$ is the coefficient of earth pressure at rest, evaluated as $K_{0}=1-\sin \varphi_{p}$, where $\varphi_{p}$ is the peak friction angle.
Based on the experimental results reported in Figure 6.6, the relationships between $E_{v,liq}$ and $\Delta CRR_{Nliq}^{ctx}$ and $\Delta CRR_{Nliq}^{css}$ (for $N_{liq}=15$) can be expressed as:

$$
\Delta CRR_{Nliq}^{ctx} = -105.7 \cdot \left( \frac{E_{v,liq}}{p_a} \right)^2 + 10.16 \cdot \frac{E_{v,liq}}{p_a} 
$$  \hspace{1cm} (30a)

$$
\Delta CRR_{Nliq}^{css} = -89.6 \cdot \left( \frac{E_{v,liq}}{p_a} \right)^2 + 7.81 \cdot \frac{E_{v,liq}}{p_a} 
$$  \hspace{1cm} (30b)

Where $p_a$ is the atmospheric pressure (98kPa).

The relationships are shown in the figure below:

![Diagram showing the relationship between $E_{v,liq}/p_a$ and $\Delta CRR_{15}$ for different contexts and soil types.](image)

$Figure 6.6$ - Ratio between unsaturated and saturated liquefaction resistance at $N_{ctx}=15$ ($\Delta CRR_{15}^{ctx}$ and $\Delta CRR_{15}^{css}$) versus $E_{v,liq}/p_a$ (Mele and Flora, 2019).

**Approach 2**

In this approach the deviatoric component of energy is also evaluated (eq. 28). Mele and Flora (2019) showed that a unique curve may be obtained by plotting the experimental data in the normalized plan in Figure 6.7 ($E_{s,liq}$ vs ($CRR_{ctx}^{ctx} \cdot (1-5 \cdot E_{v,liq}/p_a)^{10}$). The equation has been provided:

$$
E_{s,liq} = 0.297 \cdot p_a \cdot e^{-16.7 \cdot CRR_{ctx}^{ctx} \cdot (1-5 \cdot \frac{E_{v,liq}}{p_a})^{10}} 
$$  \hspace{1cm} (31a)
Similarly, considering the cyclic resistance ratios in simple shear conditions a best fitting relationship is found as:

\[ E_{S,liq} = 0.300 \cdot p_a \cdot e^{-23.7 \cdot CRR^{cis} \cdot \left(1-5 \frac{E_{v,liq}}{p_a}\right)^{10}} \]  

(31b)

![Figure 6.7 - Cyclic triaxial and corrected triaxial data (Castro correlation) in the plane CRR \((1-5\cdot E_{v,liq}/p_a)^{10}\) vs \(E_{S,liq}\) (Mele and Flora, 2019).](image)

Moreover, a relationship between \(CRR^{cis}/(1+E_{tot,liq}/p_a)^{10}\) and \(N_{liq}\) have been reported in Fig. Figure 6.8.

![Figure 6.8 - Normalized cyclic resistance curves for cyclic triaxial and corrected data (Castro correlation) Mele and Flora, 2019).](image)
The best fitting of the experimental results in Figure 6.8 is:

\[
\frac{CRR^{ctx}}{\left(1 + \frac{E_{tot,liq}}{p_a}\right)^6} = -0.039 \cdot \ln(N_{liq}) + 0.285
\]

(32a)

This can be transformed in simple shear conditions (eqs. 29a and 29b) as:

\[
\frac{CRR^{css}}{\left(1 + \frac{E_{tot,liq}}{p_a}\right)^6} = -0.028 \cdot \ln(N_{liq}) + 0.202
\]

(32b)

6.3.1 CRR vs \(q_{c1Ncs}\) for different value of \(S_r\).

From a technical point of view, the correlation between CRR and \(q_{c1Ncs}\) allows to evaluate the liquefaction susceptibility of a site. This correlation provided by Idriss and Boulanger (2014) has been reported in Figure 6.9 (eq. (33)).

![Figure 6.9 - CRR vs qc1Ncs (Idriss and Boulanger, 2014).](image)
\[ CRR_{M=7.5, \sigma, v=1\, \text{atm}} = \exp \left( \frac{q_{c1Ncs}}{113} + \left( \frac{q_{c1Ncs}}{1000} \right)^2 - \left( \frac{q_{c1Ncs}}{140} \right)^3 + \left( \frac{q_{c1Ncs}}{137} \right)^4 - 2.80 \right) \]
Where $q_{c1Ncs}$ is given by:

$$q_{c1Ncs} = q_{c1N} + \Delta q_{c1N}$$

(34a)

$q_{c1N}$ and $\Delta q_{c1N}$ may be evaluated by means of the following equations:

$$q_{c1N} = C_N \cdot q_c = \frac{q_c}{p_\mu}$$

(34b)

$$\Delta q_{c1N} = \left(11.9 + \frac{q_{c1N}}{14.6}\right) \exp\left(1.63 - \frac{9.7}{FC+2} - \left(\frac{15.7}{FC+2}\right)^2\right)$$

(34c)

Where $q_c$ is cone tip resistance, FC is the fines content and $C_N$ is the overburden correction factor defined as:

$$C_N = \left(\frac{P_a}{\sigma_\mu}\right)^m \leq 1.7; \ m = 1.338 - 0.249 \cdot (q_{c1Ncs})^{0.264}$$

(34d)

The relationship of Figure 6.9 has been found for saturated soils. Unsaturated curves for different $S_r$ may be found through the energetic model as shown in Figure 6.10. The saturated curve of Boulanger and Idriss (2014) may be translated using the eq. (30b), once known $E_{v,liq}$, which can be easily calculated by eqs.(24, 25, 26). To evaluate $E_{v,liq}$ the properties of Ticino sand (D4.1) have been considered, owing to the fact that it is a clean sand. In this simple condition $q_{c1N}=q_{c1Ncs}$ and it is dependent on $D_r$ as shown in the following equation (Idriss and Boulanger, 2008):

$$D_r = 0.478 \cdot (q_{c1Ncs})^{0.264} - 1.063$$

(35)
6.4 DESIGN METHOD FOR INDUCED PARTIAL SATURATION

In the design of IPS, the goal is to find what degree of saturation $S_r$ is needed to guarantee for the structures to protect a satisfactory performance with reference to serviceability and limit conditions with the desired safety margins, with reference to any kind of mechanism related to liquefaction (Bray & Macedo, 2017). In particular, two scenarios may be foreseen: one in which the risk is linked to the attainment of liquefaction (i.e. a temporary but total loss of stiffness and strength of the liquefied soil), and one in which the pore pressure build up may trigger limit states in the structures (e.g. bearing capacity failure or excessive settlements) before liquefaction is reached. In the first case, an increase of $CRR^{css}$ for the given value of $N_{eq}$ (which is the number of cycles corresponding to the design seismic action) is needed. In the second case (which may refer to situations in which the safety margins against liquefaction may be sufficient in saturated conditions), it is simply asked to have lower pore pressures for $N=N_{eq}$. Formally, this may be seen as the need to increase, for the given value of CSR, the value of $N_{eq}$ to a higher value $N_{eq}^*$. Both scenarios ask for an increase of soil capacity via IPS to cope with seismic demand, and the two procedures depicted in Figure 6.11 can be alternatively considered to this aim.

![Figure 6.10 - CRR vs $q_cN_{cs}$ for different $S_r$.](image)
6.4.1 Procedure 1: increasing CRR

The first procedure, on the left side of Figure 6.11, refers to the need of increasing the safety factor against liquefaction. This means that the original safety margins are known (i.e., the saturated CRRₜₜₜₜ-Nₐₘₚ curve is known). In this case, it is trivial to know what increment of liquefaction resistance (ΔCRRₜₜₜₜ) is needed once the desired safety margins are given, and therefore the previously proposed approach 1 is best suited as design tool. In fact, by knowing ΔCRRₜₜₜₜ it is possible to calculate Eᵥₕₑ (eq. 30b). For high values of Sr (as will generally be the case for IPS), the contribution of Eᵥₕₑ is negligible. Therefore, Eᵥₕₑ can be considered as the sum of two components (Eᵥₛₜₜₜₜₜₜₜ and Eᵥₕₑ). Through an iterative procedure, the design value of Sr (Sr) can be finally calculated. Notwithstanding the limitations of approach 1 previously discussed, it has to be highlighted that Nₐₘₚ is usually lower than 20, and thus its use is confined to the range of values of N on which it has been experimentally tested.

6.4.2 Procedure 2: increasing Nₐₘₚ

In this case, the seismic action (CSR) leads for N=Nₑq to excessive pore pressures (but not to liquefaction). There is the need to reduce such pore pressures, regardless of the original safety
margins against liquefaction. The saturated liquefaction resistance curve is not a necessary
design tool in this case, being the design goal to increase \( N_{\text{liq}} \) till \( N_{\text{liq}}^* \).

The quantification of \( N_{\text{liq}}^* \) may be obtained once the maximum tolerable pore pressure \( u_{\text{max}} \)
at \( N = N_{\text{eq}} \) has been evaluated with reference to the specific critical mechanism. In the case of
bearing capacity failure triggered by pore pressure build up during seismic shaking, for
instance, there are bearing capacity analytical formulations (e.g. Karamitros et al. 2013) from
which the value of \( u_{\text{max}}(N_{\text{eq}}) \) at failure can be calculated. Then, using an analytical expression
for the pore pressure build up curve \( u = u(N) \) (e.g. Chiaradonna et al., 2018) calibrated on such
a value, \( N_{\text{liq}}^* \) is obtained.

In this case, approach 2 is best suited as design tool, as depicted on the right side of Figure
6.11: once \( N_{\text{liq}}^* \) has been assigned, eq. 15b allows to know the ratio \( CRR_{\text{css}}/(1+E_{\text{tot,liq}}/p_a)^6 \)
(considering in this case \( CRR_{\text{css}} = \text{CSR} \)). The total specific energy to liquefaction \( E_{\text{tot,liq}} \) is the sum
of two components \( E_{V,\text{liq}} \) and \( E_{S,\text{liq}} \), where \( E_{S,\text{liq}} \) can be computed as a function of CSR and \( E_{V,\text{liq}} \)
(see Figure 6.2b, eq. 31b). \( E_{\text{tot,liq}} \) is therefore given by:

\[
E_{\text{tot,liq}} = E_{V,\text{liq}} + 0.300 \cdot p_a \cdot e^{-23.7 \cdot \text{CSR}} \left(1 - \frac{E_{V,\text{liq}}}{p_a}\right)^{10}
\]

Using eq. (35), the design value \( S_{r,d} \) can be calculated as done with approach 1 with a simple
iterative procedure.

6.5 DESIGN HINTS

A set of numerical parametric analyses, described in detail in Appendix D (Vaccaro, 2019), was
performed by varying both the degree of saturation (\( S_r \)) and the thickness of desaturated
layer. Efficiency of desaturation was calculated both in terms of reduction of \( r_u \) and in terms
of reduction of settlement at the ground surface. In general, similar values of efficiency were
obtained both in terms of \( r_u \) and in terms of settlement. Results also show that the presence
of an upper layer with low permeability (crust) has an important effect on the \( r_u \) profiles and
this makes IPS less efficient.

The results indicate that the extension of the desaturated layer beyond the footprint of a
building increases its efficiency in reducing excess pore pressure build-up. If desaturation is
limited to the volume of ground just beneath the footprint of the building, \( B \), its efficiency is
about one third of that of an unsaturated layer of the same thickness that extends about 3\( B \)
on both sides of the building. This is obviously an issue to be considered in defining the
extension of the mitigating action and the associated costs.

The target degree of saturation should be selected according to the criteria described in the
previous section 7.4. However, it has to be considered that in order to guarantee the continuity of the fluid phase into the ground, such a value of \( S_r \) should not be too low. This
implies that if the seismic demand is very high, desaturation can be ineffective (within an acceptable saturation degree).

Should the degree of saturation fall below the minimum accepted value, matrix suction may not be negligible. In this case the effect of suction on the soil stiffness, hence on the local seismic response, should be carefully considered. In fact, this may introduce local amplification of the acceleration at the ground (or foundation) level, that has not been considered within the scope of this study. On the other hand, the existence of suction would certainly have a beneficial effect on liquefaction related mechanisms, as bearing capacity failure or excessive settlement.
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Appendix A – definition of \( q_{c1Ncs} \) and \((N_1)_{60cs}\)

Boulanger and Idriss (2014) define the following normalized resistances:

**For CPT**

\[
q_{c1Ncs} = q_{c1N} + \Delta q_{c1N}
\]  

(A1)

where:

\[
q_{c1N} = C_N \cdot \frac{q_c}{p_a}
\]  

(A2)

\[
C_N = \left( \frac{p_a}{\sigma_v^c} \right)^m \leq 1.7
\]  

(A3)

\[
m = 1.338 - 0.249 \cdot q_{c1Ncs}^{0.264}
\]  

(A4)

\[
\Delta q_{c1N} = \left( 11.9 + \frac{q_{c1N}}{14.6} \right) \exp \left( 1.63 - \frac{9.7}{FC + 2} - \left( \frac{15.7}{FC + 2} \right)^2 \right)
\]  

(A5)

where \( q_c \) is the cone resistance measured during CPT, \( p_a \) is the atmospheric pressure and FC is the fine content, i.e., the percentage of soil having particles diameter smaller than 0.075 mm. The value of \( q_{c1Ncs} \) must be find by trial and error.

**For SPT**

\[
(N_1)_{60cs} = (N_1)_{60} + \Delta(N_1)_{60}
\]  

(A6)

where:

\[
(N_1)_{60} = C_N \cdot N_{60}
\]  

(A7)

\( C_N \) is given by equation (17), the exponent \( m \) being:

\[
m = 0.784 - 0.0768 \cdot (N_1)_{60cs}^{0.5}
\]  

(A8)

\[
\Delta(N_1)_{60} = \exp \left( 1.63 + \frac{9.7}{FC + 0.01} - \left( \frac{15.7}{FC + 0.01} \right)^2 \right)
\]  

(A9)

where \( N_{60} \) is the energy-corrected blow count measured during SPT.
Appendix B – procedure to build the analytical expressions of 
\( b(q_{c1\text{Nc}s}), b((N_1)_{60\text{c}s}), \beta(FC, q_{c1\text{Nc}s}, \Delta q_{c1\text{N}}), \beta(FC, (N_1)_{60\text{c}s}, \Delta(N_1)_{60}) \)

The magnitude scaling factor is defined as:

\[
\text{MSF} = \frac{\text{CSR}}{\text{CSR}_{M=7.5}} = \left( \frac{N_{M=7.5}}{N} \right)^b \tag{B1}
\]

where \( N_{M=7.5} \) and \( \text{CSR}_{M=7.5} \) are the number of equivalent loading cycles and the cyclic stress ratio for a magnitude, \( M \), equal to 7.5. The maximum value of MSF (\( \text{MSF}_{\text{max}} \)) corresponds to the minimum number of cycles, \( N_{\text{min}} \). Then, from equation (B1):

\[
\text{MSF}_{\text{max}} = \left( \frac{N_{M=7.5}}{N_{\text{min}}} \right)^b \tag{B2}
\]

Boulanger and Idriss (2014) propose to express \( N_{\text{min}} \) as:

\[
N_{\text{min}} = \left( \frac{1}{0.65} \right)^{1/b} \cdot \left( \frac{3}{4} \right) \text{cycles} \tag{B3}
\]

and \( N_{M=7.5} \) can be expressed as a function of the parameter \( b \) interpolating the mean values of a large number of data collected by Boulanger and Idriss (2014) (Figure B. 1) with the following analytical expression:

\[
N_{M=7.5} = \frac{18.61 \cdot b^2 - 3.71 \cdot b + 0.38}{b^2 - 0.091 \cdot b + 0.0021} \tag{B4}
\]
Boulanger and Idriss (2014) also relate $\text{MSF}_{\text{max}}$ to $q_{\text{c1NCS}}$ and $(N_1)_{60\text{cs}}$ as:

$$\text{MSF}_{\text{max}} = 1.09 + \left( \frac{q_{\text{c1NCS}}}{180} \right)^3 \leq 2.2 \quad (B5)$$

$$\text{MSF}_{\text{max}} = 1.09 + \left( \frac{(N_1)_{60\text{cs}}}{31.5} \right)^2 \leq 2.2 \quad (B6)$$

Finally, by combining equations from (B2) to (B5), the parameter $b$ of equation (6) can be expressed as a function of $q_{\text{c1NCS}}$ or $(N_1)_{60\text{cs}}$ as shown in Figure B. 2 and equations (13).
The parameter $\beta$ of equation (11) can be conveniently expressed as a function of $FC$ and $Dr$ in percent as (Polito et al., 2008):

$$\beta = 0.01166 \cdot FC + 0.007397 \cdot Dr + 0.5058$$  \hspace{1cm} (B7)

Valid for FC < 35%. $Dr$ can be related to $q_{c1N}$ or $(N_1)_{60}$ as (Idriss and Boulanger, 2008):

$$Dr = 100 \cdot (0.478 \cdot q_{c1N}^{0.264} - 1.063)$$  \hspace{1cm} (B8a)

$$Dr = 100 \cdot \sqrt{\frac{(N_1)_{60}}{46}}$$  \hspace{1cm} (B8b)

Then, by substituting equations (B7) in equation (B6), $\beta$ can be expressed as a function of either $q_{c1N}$ and $FC$, or $(N_1)_{60}$ and $FC$. Since the combination of $q_{c1N}$ and $FC$ results into the parameter $q_{c1Ncs}$, and the combination of $(N_1)_{60}$ and $FC$ result into $(N_1)_{60cs}$, $\beta$ can be also expressed directly as a combined function of $FC$ and $q_{c1Ncs}$, or $(N_1)_{60cs}$, as indicated by equations (14) and shown in Figure B.3.
Figure B. 3 - Relationship between $\beta$ and $qc1Ncs$ (a) or $(N1)_{60cs}$ (b) for different FC
Appendix C – HORIZONTAL DRAINS PARAMETRIC ANALYSES

The parametric study for the case of horizontal drains has been carried out by using the Finite Element code Plaxis 2D, as described in chapter 6 of Deliverables D4.4 “Database of calibrated numerical modelling results”. The numerical model was initially calibrated against the results of centrifuge tests. Hence the analyses were carried out considering to other configurations, in order to verify the efficiency of this technique.

In the parametric analyses the spacing between the drains (s/d) and the depth of the first row of drains from the groundwater (H'/d) were changed (Figure C. 1). The main set of analyses is aimed to reproduce the same geometrical layout of the numerical solution describe in §5.3, that is an indefinite horizontal drained layer (made of three rows of horizontal drains). However, the effect of the horizontal extension of the layer has been also investigated (§C.4).

![Diagram of adopted configurations](image)

Figure C. 1 - Scheme of the adopted configurations.

The soil behaviour was modelled by PM4sand constitutive model (see D4.4). The drains were modelled by imposing a constant hydraulic head condition along their surface. Tied degrees of freedom between vertical sides of the mesh were used as boundary conditions to
reproduce the equivalent shear box used in the centrifuge. This option proposed by Zienkiewicz et al. (1989) connects the nodes on the same elevation at the left and right model boundaries. The nodes at the base of the finite element model were fixed in the vertical direction and a time history of acceleration was applied in the horizontal direction. Drainage across the top surface is allowed whereas flow across the lateral boundaries is restricted. The input signal used and the structure are the same used in the centrifuge tests.

The adopted configurations are summarized in the Table C. 1.

<table>
<thead>
<tr>
<th>$H'/d$</th>
<th>5</th>
<th>5</th>
<th>5</th>
<th>10</th>
<th>10</th>
<th>10</th>
<th>15</th>
<th>15</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s/d$</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>5</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

For each layout of drains both the free-field and the model including a structure (single frame model building as in the centrifuge tests) were analysed. Starting from the simulation of the centrifuge test, with a model depth of 13 m at prototype scale, the analyses were repeated for a deeper layer (17 m deep) to verify possible boundary effect in the models with the deepest drains.

The profiles of $r_{uv}$ every 0.5 seconds are plotted in Figure C. 2 for one of the analysed configurations of ($H'/s=5$, $s/d=5$) and the red line represents the envelope of all curves.
In free field conditions the $r_u$ profiles were computed along a vertical line at the mid-span of the model. In the models with the structure, the profiles were computed:

- along a vertical line outside the footprint of the structure;
- beneath the structure, along its the vertical axis;
- beneath the structure, along the vertical axis of a foundation beam.

To compare the results of the different analyses two parameters were used, capable of providing information regarding the drains efficiency:

- efficiency in terms of $r_u$, defined as:

$$E_{r_u} = 1 - \frac{\int_0^z r_{u,treated}}{\int_0^z r_{u,untreated}} \quad \text{(C1)}$$

- efficiency in terms of settlement, defined as:

$$E_{\delta} = 1 - \frac{\delta_{treated}}{\delta_{untreated}} \quad \text{(C2)}$$

The efficiency in terms of $r_u$ has always been evaluated considering the envelopes of the $r_u$ profiles over time. It has been calculated up to a certain depth, $z$. Choosing a depth of...
integration in Eqs. C1 and C2 corresponds to consider a volume of ground below the groundwater level, that is affected by a change in pore pressure build-up.

The thickness of such a ground layer has been increased from 1 m to 11.5 m (or 15.5 m for the deeper models) and the corresponding efficiency parameters, $E_{ru}$ and $E_{δ}$, have been plotted. This allowed a direct comparison between the different models of Table C.1.

C.1 MODEL WITHOUT STRUCTURE (SINGLE LAYER)

C.1.1 Efficiency in term of $r_u$

Starting from the single layer case, the efficiency in terms of $r_u$ is plotted in Figure C.3. It can be observed that in all the cases considered, horizontal drains have a very high efficiency in reducing pore pressure build-up in a layer of ground between 1 and 6 m thick, ranging $E_{ru}$ from 0.7 to 0.99. The most efficient configurations appear those characterized by a smaller value of $s/d$ and $H'/d$ (i.e. spacing and depth of the first row from the groundwater level).

![Figure C.3 - Efficiency in terms of $r_u$ in free field conditions](image)

The effect of the distance of the base of the model on the numerical solution has been checked, as mentioned in the previous section (§C.2), by deepening the soil layer from 13m (as in the centrifuge models) to 17 m. The results of both set of analyses are compared in terms of $E_{ru}$ in Figure C.4 (efficiency in the first 2 m below the groundwater level) and Figure
C. 5 (efficiency in the first 11.5 m below the groundwater level, corresponding to the whole model for the layer 13 m deep)

![Graph showing efficiency vs. s/D for different conditions](image)

**Figure C. 4 - Comparison of $E_{ru}$ within 2 m from the groundwater level.**

![Graph showing efficiency vs. s/D for different conditions](image)

**Figure C. 5 - Comparison of $E_{ru}$ within 11.5 m from the groundwater level.**

It is observed that differences between the results of the two sets of models (13 m deep and 17 m deep) are negligible within 2 meters from the groundwater level, especially in the case of s/d=5 and H'/d=5 that resulted the more efficient. Differences tend to increase with depth, however the values of efficiency calculated in the models 13 m deep are generally lower than
in the deeper model (i.e. 17 m deep). It can be concluded that, although somehow affected by boundary effects, the results plotted in Figure C.3 are on the safe side.

C.1.2 Efficiency in terms of settlements
On the other hand, in free field conditions the ground surface settlement in the model with drains is larger than in the model without (Figure C.6). In fact drains allow for large dissipation of excess pore pressure during shaking, that cause large volumetric settlement. Since a larger influence of the base boundary was observed in some results for the model 13 m deep, in Figure C.6 only the results pertaining to the model 17 m are shown, being more accurate.

![Figure C.6 - Ratio between the free-field ground surface settlement with drains and without (model 17 m deep)](image)

C.1.3 Local response
The Figure C.7 shows the response spectra of pseudo-acceleration calculated at surface in the different cases of Table C.1. It is evident that a larger amplification of the spectrum occurs in the models with drains with respect to the case without (black bold line). In fact by preventing soil to liquefy, drains also prevent the creation of an isolating layer (the liquefied soil). Therefore, larger acceleration can be transmitted at the ground level, compared to the case without drains, where liquefaction occurs.
However, it can be observed that the configurations with shallower drains, while reducing pore pressure build-up in the shallower layers, do not prevent liquefaction in the underlying deeper layers (see for instance Figure C.2): in these cases the amplification at the ground level is limited and comparable to the case without drains.

C.2 MODEL WITHOUT STRUCTURE (DOUBLE LAYER)

C.2.1 Excess pore pressure ratio: $r_u$

Parametrical analyses were carried out also for the double layer case to study the effect of the presence of a lower permeability soil upon the liquefiable one (crust) on the excess pore pressure ratio distribution.
Figure C. 8 – Comparison between envelopes of $r_u$ for single and double layer.

Figure C. 8 shows the envelopes of the excess pore pressure ratio in the ground. In the double layer configuration without drains (solid black line), $r_u$ in correspondence of the interface between lower permeability soil and liquefiable soil achieve larger values than in the single layer configuration (dashed black one). This effect is due to the upper boundary that prevents drainage.

By considering the drains system with h/d=5 and s/d=5 the vertical profiles of the calculated $r_u$ distributions are overlapped (solid gray line and dashed gray one). This result shows that the efficiency of the drain system is large in both cases and the influence of the upper boundary condition is negligible.

However, it is not possible extend this conclusion to all the considered drains layout. Indeed, a deeper arrangement of the drains leads to an increase of the excess pore pressure ratio near the upper boundary, that is larger for the two-layer (crust) configuration. Such effect is considered in the design charts showed in section 5.3.4.

**C.2.2 Efficiency in terms of $r_u$**

The profile of efficiency as a function of the interaction range is showed in Figure C. 9. The efficiency of system is almost independent by the upper boundary condition and it achieves its maximum value in correspondence of the horizontal drains system.

Figure 5.9
Figure C. 9 - Efficiency in terms of $r_u$ as a function of the integration range
C.3 MODELS WITH STRUCTURE (SINGLE LAYER)

C.3.1 Efficiency in term of $r_u$

In the models with structure, as shown in Figure C. 10, Figure C. 11 and Figure C. 12 efficiency is still very high. in the considered range of thickness, the most efficient configurations in terms of reduction of $r_u$ are the shallowest ones, as in the free field case.

![Graph showing efficiency $E_{ru}$ as a function of integration range for different configurations](image)

*Figure C. 10 - Efficiency in terms of $r_u$ as a function of the integration range.*
C.3.2 Efficiency in terms of settlements

The settlements of the building in the model with drains are smaller than those calculated in the model without drains. In fact, while the free-field settlement at ground surface is governed by volumetric strain, thus enhanced by drainage and cyclic consolidation, the
Building settlements are mainly governed by the deviatoric strains in the foundation ground, hence reduced by drains, since they prevent pore pressure build-up and soil stiffness reduction. Smaller excess pore pressure is generated and consequently smaller displacement occur. Hence positive values of efficiency in terms of settlements, $E_\delta$, could be calculated and they are plotted in Figure C.11. A consistent trend is observed in the figure since by increasing both $s/d$ and $H'/d$ the efficiency in terms of settlement tends to reduce.

As far as the pseudo-acceleration response spectra at the ground surface are concerned, they are plotted in Figure C.12, confirming what has been already observed for the free-field cases (see Figure C.7).

![Figure C.13 - Efficiency in terms of settlement in the models with structure (model 17m deep).](image)

C.3.3 Local response

The effect on the acceleration spectra on the ground surface is studied. Figure C.14 shows the response spectra for different dispositions of the horizontal drains. It is possible to see that the peak acceleration is generally higher than the untreated configuration. Maybe this effect is due to the less decrease of soil stiffness due to the presence of the drains.
C.4 COMPARISON BETWEEN EFFICIENCY WITHOUT AND WITH STRUCTURE

The efficiency in terms of $r_u$ calculated in the without the structure models is compared in Figure C. 15 with that calculated in the models with structure, beneath the foundation beam. For the clarity of representation only a few cases have been plotted in the figure, for which the highest efficiency values were computed (see also Figure C. 3 and Figure C. 12). Moreover, the plot has been limited to the values calculated up to 6 m below the ground water level.

Due to the different distribution of stresses in the two conditions, smaller efficiencies were calculated beneath the foundation beam of the building (dashed lines), than in the free field (continuous lines). Although such differences are the considered cases comprised between 10% and 15% (at most), results may vary in dependence of the loads applied by the building. This suggests a possible limitation in the use of the design charts introduced in section 6, that refer to free field conditions.

Figure C. 14 - Pseudo-acceleration response spectra at the ground surface of models with structure
C.5 EFFECT OF HORIZONTAL EXTENSION OF DRAINAGE SYSTEM

The parametric analyses performed in the previous section were carried out assuming that drainage extends indefinitely in horizontal direction at both sides of the building.

Obviously, this hypothesis conflicts with the applicability of the technique, since it turns out to be an ideal hypothesis and not a real one. Therefore, the need arises to understand effectively which is the minimum extension that must be adopt so that the efficiency of drainage turns out to be the same as that occurring with an indefinite extension of drains.

Starting with an extension limited only to the footprint of the building (configuration 0), the insertion of drains was extended laterally. Three further configurations were analysed, that were obtained by increments equal to 0.5B, where B indicates the size of the footprint of the building (Figure C. 16).

This study was carried out only for the two most efficient drain configurations, namely H'/d = 5 s/d = 5 and H'/d = 5 s/d = 10.
C.5.1 Configuration $H'/d=5$ $s/d=5$

For each scheme in Figure C. 16 the efficiency was calculated both in terms of $r_u$ and of settlement.

Figure C. 17 shows that even with a null extension of the drains from the structure there is an efficiency in terms of reduction of excess pore pressure very close to the case of indefinite extension.

![Graph showing comparison of efficiencies $E_{ru}$ calculated in various schemes of Figure C.14 for the case $H'/d=5$ $s/d=5$.]
Figure C. 18 - Efficiency in terms of settlement calculated in the various schemes of Figure C. 16 for the case $H'/d=5$ $s/d=5$.

As far as the building settlement are concerned, Figure C. 18 shows that the efficiency $E_\delta$ increases as long as the lateral extension of the drained ground increases, tending to that achieved in the scheme with an indefinite drainage.

Therefore, looking at the efficiency in terms of settlement, it is possible to say that by extending the drainage to a distance from the building equal to $B$ from it, the reduction of building settlement will be as effective as that provided by an indefinite extension of drains.

C.5.2 Configuration $H'/d=5$ $s/d=10$

Similar results were obtained for the case $h/D = 5$ and $s/D = 10$ (Figure C. 19 and Figure C. 20), leading to the same conclusions.
Figure C. 19 - Comparison of the efficiencies $E_{ru}$ calculated in the various schemes of Figure C.14 for the case $H'/d=5$ $s/d=10$.

Figure C. 20 - Efficiency in terms of settlement calculated in the various schemes of Figure C.14 for the case $H'/d=5$ $s/d=10$. 
Appendix D – IPS PARAMETRIC ANALYSES

A parametric analysis of the effects of induced partial saturation in simplified ground conditions was carried out using the finite element software Plaxis 2D, starting from the configurations that were studied in centrifuge tests (see deliverable D4.2). The constitutive model used for soil is PM4Sand (see deliverable D4.4).

The partial saturated condition induced in a shallow layer of ground, below the groundwater level, was modelled in a simplified way by changing the value of the fluid compressibility as a function of depth and degree of saturation, according to the equation (Rebata-Landa, Santamarina, 2012)

\[
k_f = \frac{1}{S \frac{1}{k_w} + (1 - S) \frac{3 \cdot r}{2 \cdot T_s}}
\]  

where \(S\) is the degree of saturation, \(k_w\) the water compressibility, \(r\) the critical radius and \(T_s\) the surface tension.

The lateral contours were modelled with the tied degree of freedom elements that allow equal movements to nodes at the same depth, in order to reproduce the boundary conditions imposed by the box in centrifuge tests. The groundwater level was set at a depth of 1.5 m. At the base of the model a time history of acceleration was applied. This time history does not correspond to the seismic input used in the centrifuge test (GM31IPS), since it was not able to trigger liquefaction of the soil layer, but to the same GM31IPS amplified by 60%.

Figure D. 1 shows the cyclic resistance curves defined for different degrees of saturation. The curve corresponding to \(S_r=100\%\) (full saturation) matches the relevant experimental curve obtained for the Ticino sand (see calibration of the PM4sand model in Deliverable D4.4). The other curves were obtained by numerical simulation of simple shear tests, where the partial saturation condition was modelled as above described by changing the fluid volumetric compressibility. The resulting curves were compared with those obtained by modifying the curve for \(S_r=100\%\) as a function of the volumetric specific energy corresponding to the relevant degree of saturation \(S_r\), as described in section 7.3. The comparison showed a good fit between the two sets of curves, indicating that the effect of condition of partial saturation on the cyclic resistance has been correctly simulated within the framework of the Rebata-Landa and Santamarina (2012) approach.

The figure also shows that the considered seismic input action lays above the saturated curve but below other curves corresponding to different degree of saturation, thus indicating the potential for IPS to mitigate pore pressure build-up and prevent liquefaction.
ANALYSED SCHEMES

Both in free field conditions and in presence of the structure, the parametric analyses were carried out to investigate the most efficient IPS configuration, from the point of view of both the excess pore pressure ratio and the induced settlements.

Firstly, the model was analysed (with and without structure) without any treatment, to have a reference set of results. Then the thickness of the induced partially saturated layer, \( t_{IPS} \) (Figure D. 2), was varied as summarised in Table D. 1. The size of the structure was kept constant and equal to that of the centrifuge models (see D4.2 and D4.4). The IPS layer is created just below the groundwater level, that is starting from 1.5 m from the ground level.
In Table D. 1, the “variable degree of saturation” case corresponds to the assumption that a variability of the level of desaturation is determined in the ground, depending on the way this is induced. For instance, insufflation from the deepest point (at 7.5 m depth) may induce larger desaturation at depth being less effective close to surface. Hence in this case the desaturated layer was divided in three sub-layers with different degree of saturation, in function of depth and namely: $S_r = 80\%$ between 5.5 m and 7.5 m, $S_r = 90\%$ between 3.5 m and 5.5 m, $S_r = 100\%$ between 1.5 m and 3.5 m.
D.2 ANALYSES WITHOUT STRUCTURE (SINGLE LAYER)

D.2.1 Excess pore pressure ratio $r_u$

For each of the configurations in Table D. 1 an envelope of $r_u$ achieved during shaking in function of depth has been calculated. This envelope refers to the central section of the model and represents the maximum $r_u$ values of the different considered isochrones. Figure D. 3 shows an example: the curves start from 1.5 m depth, that is the groundwater level depth. In the following, $r_u$ distribution will be always to be intended as the envelope, unless differently stated.

![Figure D. 3 - Isochrones of $r_u$ every 0.5 s (black lines) and maximum envelope (red line)](image)

From Figure D. 4 the $r_u$ envelopes corresponding to $S_r=0.8$ and different values of $t_{IPS}$ are compared. As the treated thickness increases, reduction of the ratio $r_u$ can be noticed. The greatest reduction occurs when the treatment reaches the depth in which the distribution of $r_u$ in the untreated case has a maximum (that is where liquefaction is triggered, around 6 m below the groundwater level). Furthermore, it is observed how treating the soil only in the first 2 m below the groundwater level produces a negligible effect.
Since for $t_{IPS} = 6$ m the largest reduction of $r_u$ is observed, such a thickness was assumed to investigate the effect of different degree of saturation, according to Table D. 1. The results are shown in Figure D. 5, indicating positive correlation between the reduction of $S_r$ and the decrease of $r_u$.

It is also observed that the distribution of $r_u$ calculated by assuming a variable distribution of $S_r$ (between 1 and 0.8) is equivalent to that calculated for a uniform average saturation degree ($S_r = 0.85$). It is worth noting that the weighted average of $S_r$ in the thickness $t_{IPS}=6$ m is 0.9, while 0.85 is the weighted average calculated between 3.5 m and 7.5 m. This result confirms the minor influence of the condition of saturation in the upper 2 m of the treated ground layer, as observed in Figure D. 4.
D.2.2 Efficiency in terms of $r_u$

It is possible to consider an efficiency of the treatment both in terms of $r_u$ and in terms of settlements. In the first case, efficiency can be defined as:

$$E_{r_u} = 1 - \frac{\int_0^z r_{u,desat}dz}{\int_0^z r_{u,sat}dz}$$  \hspace{1cm} (D2)

In Figure D.6 the values of $E_{r_u}$ calculated over different ranges of integration are plotted as a function of such a range. The figure shows that, as already commented above, the curves with higher efficiency are those in which the thickness treatment $t_{IP5}$ is larger and the liquefying ground layer is reached. Among these, efficiency increases in relation to the level of desaturation induced.

It is also evident, although trivial, that the when the integration range is larger than $t_{IP5}$, the efficiency decreases, since pore pressure developed in the untreated deeper layers are included in the integration.
D.2.3 Efficiency in terms of settlements

For the settlements it is possible to define the efficiency as:

\[ E_\delta = 1 - \frac{\delta_{\text{desat}}}{\delta_{\text{sat}}} \]  \hspace{1cm} (D3)

where \( \delta \) is absolute average settlement calculated at ground level, calculated in the fully saturated model (\( \delta_{\text{sat}} \)) and in each of the analysed desaturated conditions (\( \delta_{\text{desat}} \)).

In Figure D. 7 it is possible to see how for a given \( t_{\text{IPS}} \) such an efficiency parameter tends to decrease as the considered degree of saturation increases. Settlements are reduced of about 40% for the more efficient condition \( t_{\text{IPS}} = 6 \text{ m} \) \( Sr = 80\% \).

It should be noted that in free-field conditions the efficiency of IPS calculated in terms of settlements is practically the same as that calculated in terms of \( r_u \).
D.2.4 Local response

Another aspect that was taken into account was the effect of desaturation on the local amplification, due to its relevance on the seismic action transmitted at the ground surface. Therefore, the response spectra of pseudo-acceleration and PGA values were compared, for each configuration considered, in Figure D.8 Figure D.9.

Figure D.7 - Efficiency in terms of settlements as a function of the degree of saturation.

Figure D.8 - Response spectra of pseudo-acceleration at ground level for all configurations.
From the figures it is possible to observe how the treatment modifies very little the local response of the model, probably due to the fact that it involves a shallow layer of ground, not beyond the 7.5 m of depth, hence it does not affect the pore pressure build-up in the deepest layers (see Figure D. 5 and Figure D. 6) and their dynamic behaviour.

![Figure D. 9 - PGA values at ground level for all configurations](image)

**D.3 ANALYSES WITHOUT STRUCTURE (DOUBLE LAYER)**

**D.3.1 Excess pore pressure ratio \( r_u \)**

Parametric analyses were carried out also in a double layer ground conditions. The liquefiable soil lays beneath a low permeability soil layer (crust) which prevents the drainage through the upper boundary.
Figure D. 10 – Comparison between envelopes of $r_u$ for single and double layer layout.

In Figure D. 10 the comparison between envelopes of excess pore pressure ratio with depth is shown. Even though the numerical analyses was carried out on a limited set of conditions, it seems that the presence of the upper low permeability layer has an important effect on the $r_u$ profiles and this makes IPS less efficient compared to the single layer analysed in the previous section. Since the largest value of $r_u$ is achieved near the ground surface, this issue should be taken into account in presence of buildings.

D.3.2 Efficiency in terms of $r_u$

The difference of efficiency of the IPS as a function of the integration range is shown in Figure D. 11.
D.4 ANALYSES WITH STRUCTURE (SINGLE LAYER)

The same configurations considered in the free field conditions were also analysed in the presence of the structure. The results are shown in the following.

D.4.1 Excess pore pressure ratio: $r_u$

The envelopes of $r_u$ shown in Figure D. 12 are calculated in the central section of the model, that is in axis with the structure. Hence, although not directly located beneath the foundation beam, they are affected by the loads applied to the ground by the structure. As a matter of fact, the figure shows that in presence of a structure, in fully saturated conditions liquefaction is not triggered ($r_{umax} \approx 0.7$).

However, by setting the degree of saturation at 0.8 and varying the thickness $t_{IPS}$, a similar decrease of the $r_u$ was calculated as the thickness $t_{IPS}$ increases. Hence desaturation shows similar potential in reducing pore pressure build-up also in those cases when excess pore pressure may be detrimental (e.g reducing bearing capacity) although liquefaction is not triggered.

Figure D. 11 – Comparison between efficiency of IPS for single and double layer layout.
Then, assuming for treatment the most effective thickness (6 m) and varying the degree of saturation, in presence of the building similar results to free field conditions were obtained, that is a reduction of $r_u$ when the degree of saturation decreases and comparable behaviour of the two cases of (i) $S_r$ varying with depth between 1 and 0.8 and (ii) uniform average saturation degree $S_r = 0.85$ (Figure D.13)

**Figure D. 12 - Envelopes of $r_u$ for different value of the treated thickness, $t_{IPS}$ (with building)**

**Figure D. 13 - Envelopes of $r_u$ for different degree of saturation ($t_{IPS}=6m$), with building**
D.4.2 Efficiency in terms of $r_u$

The treatment efficiency in terms of $r_u$ was calculated and plotted in Figure D. 14. The results fully compare with those obtained in free-field conditions (Figure D. 6).

![Efficiency in terms of $r_u$ as a function of the integration range.](image)

**Figure D. 14 - Efficiency in terms of $r_u$ as a function of the integration range.**

D.4.3 Efficiency in terms of settlements

The efficiency in terms of settlements is shown in Figure D. 15 as a function of the degree of saturation. The same trends as in the free field conditions are confirmed.

![Efficiency in terms of settlements as a function of the degree of saturation.](image)

**Figure D. 15 - Efficiency in terms of settlements as a function of the degree of saturation.**
D.4.4 Local response

Finally, also in this case the local response was analysed and both response spectra of pseudo-acceleration at the base of the structure and PGA values were compared, for each configuration considered (Figure D. 16 and Figure D. 17). Figure D. 16 shows that the presence of a structure does not substantially modify the dynamic response of the desaturated models with respect to the untreated case. However, Figure D. 17 shows that PGA at the base of the structure is reduced by decreasing $S_r$ and by increasing $t_{IPS}$. This implies that when the better efficiency is achieved in reducing pore pressure build up (i.e. $r_u$) and the absolute settlement of the building, also the inertial actions on the building are reduced. This conclusion, however, is affected by the assumption that suction was neglected in this study, which is reasonable only in the limited range of desaturation degrees and permeability considered in this case.

*Figure D. 16 - Response spectra at ground level for all configurations.*

*Figure D. 17 - PGA values at the base of the structure for all configurations*
D.5 COMPARISON EFFICIENCY WITH AND WITHOUT STRUCTURE

Once the different configurations have been analysed, both with and without structure, it is possible to compare the efficiency values obtained in terms of $r_u$. Figure D. 18 shows that the two values are comparable, being in most cases larger the value achieved in presence of the structure. This would suggest that in the preliminary design of the mitigation action it is conservative to refer to free field conditions.

![Figure D. 18 - Efficiency in free-field (continuous line) and with structure (dashed line)](image)

D.6 EFFECT OF HORIZONTAL EXTENSION OF IPS SYSTEM

In the previous sections, the desaturated ground has been assumed as extending indefinitely in the horizontal direction. This is a theoretical assumption that may be impossible to achieve in practice. In order to establish how much the treatment had to be extended laterally with respect to the structure, to obtain similar to those shown for the case of indefinite extension, a number of additional analyses were carried out. In all the additional analyse to the best conditions were modelled: $S_r = 0.8$ and $t_{IPS} = 6m$. A distance $d_{IPS}$ is defined as the lateral extension of the IPS layer from the building, while $B$ is the footprint of the building (Figure D. 19). Models with $d_{IPS}/B$ equal to 0 (IPS only under the building footprint), 0.5, 1.5 and 3 where analysed.
Figure D. 19 - Schematic of the numerical model: \( d_{IPS} \) is the lateral extension of the IPS layer from the building.

D.6.1 Excess pore pressure ratio: \( r_u \)

Figure D. 20 plots the distribution of \( r_u \) with depth in the various configurations mentioned above. It can be noticed that, starting from the case without treatment, the excess pore pressure ratio decreases as the lateral extension of the intervention increases, tending towards the infinitely extended layer (this condition coincides in practice with \( d_{IPS} = 3B \)).

Figure D. 20 - Envelopes of \( r_u \) for different horizontal extension of IPS
D.6.2 Efficiency in terms of $r_u$

The conclusion can be drawn by plotting the efficiency in terms of $r_u$ (Figure D.21). It passes from a value as low as 10% when $d_{IPS}=0$ (desaturation only below the footprint of the structure) to values of 35%-40%, when $d_{IPS}=3B$.

![Figure D.21 - Efficiency in terms of $r_u$ as a function of the integration range](image)

D.6.3 Efficiency in terms of settlements

Figure D.22 confirms that also in terms of settlement reduction a larger lateral extension of the IPS layer entails a greater benefit.

![Figure D.22 - Efficiency in terms of settlement in function of $d_{IPS}/B$](image)

D.6.4 Local response

Finally, looking also the effects of the lateral extension of the IPS layer on the local response it can be noted, as shown by the spectra in Figure D.23, that there are no substantial
differences between the various cases. Up to periods of the order of 1 s, as the lateral extension of the layer increases, the accelerations tend to be reduced. While for periods greater than 1 s a slight amplification is observed.

In terms of PGA, Figure D. 24 shows that a slight reduction in accelerations is observed as the lateral extension of the IPS layer increases.

\[ \text{Figure D. 23 - Response spectra at ground level for different value of } d_{\text{IPS}}/B \]

\[ \text{Figure D. 24 - PGA values at the base of the structure for different value of } d_{\text{IPS}}/B \]